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Preface

Needless to say, one of the hottest research fields across computer networking and 
social sciences is sociotechnical networks (STNs). In general when we discuss socio-
technical networks in this book, we are referring to systems such as the Internet, 
power grids, and transportation networks enabled by data communication  networks 
and telecommunication networks. Thus, the focus is on the technological network 
and understanding the complexities of designing, managing, and operating such 
networks using social/organization networks. This sets the focus apart from work 
process design or ergonomics, and concentrates on the design and architecture of 
large-scale technological networks that are influenced by and in turn impact a social 
network of people and organizations with different goals and values.

Here, we define a sociotechnical system as a dynamic entity comprised of inter-
dependent and interacting social/institutional and physical/technological parts, 
characterized by inputs, processes/actions, and outputs/products. Sociotechnical 
systems are usually composed of a group of related component and subsystems, for 
which the degree and nature of the relationships is not always clearly understood. 
They have large, long-lived impacts that span over a wide geographical area. Many 
have integrated subsystems coupled through feedback loops and are affected by 
social, political, and economic issues.

Examples of systems that fall within this category are transportation networks, 
telecommunication systems, energy systems, the World Wide Web, water alloca-
tion systems, financial networks, etc. Such systems have wide-ranging impacts, and 
are characterized by different types and levels of complexity, uncertainty, and risk, 
as well as a large number of stakeholders.

This book will mainly cover the following aspects in STNs:

 1.	Fundamentals	of	Sociotechnical	Networks: In this part, we will introduce the 
basic concept of STN including its definition, historical background, and 
significance.

 2.	STN	Models:	Social Network Analysis (SNA) is a mathematical method for 
“connecting the dots.” SNA allows us to map and measure complex, and 
sometimes covert, human groups and organizations.
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 3.	Privacy	and	Security:.We will cover the following topics: risk models, trust 
models, and privacy preserving protocols. Those topics will assist in defin-
ing the parameters and processes for reducing risk, managing security, and 
maintaining continuity of operations for critical infrastructure systems in 
vulnerable social network regions.

 4.	STN	 applications: We will explain the STN applications in some popular 
fields, such as healthcare, virtual community, and others.

This book can serve as a good technical reference for college students, researchers, 
and social scientists. To the best of our knowledge, up to this point this is the first 
book that covers the comprehensive knowledge on STNs.
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1.1	 Introduction
The term sociotechnical	systems is generally used for systems where human beings 
and organizations interact with technology. However, within the literature, there 
are many different interpretations of what aspect of the interactions between the 
social and technological parts constitute a sociotechnical study. In this chapter 
we  will explore the definitions of sociotechnical networks within the context 
of this book and identify the various perspectives through which they will be 
analyzed in subsequent chapters. In general, when we discuss sociotechnical 
networks in this book, we are referring to systems such as the Internet, power 
grids and transportation networks enabled by data communication networks, 
and telecommunication networks. Thus, the focus is on the technological net-
work and understanding the complexities of designing, managing, and operat-
ing such networks using social/organization networks. This sets the focus apart 
from work process design or ergonomics, and concentrates on the design and 
architecture of large-scale technological networks that are influenced and that 
in turn impact a social network of people and organizations with different goals 
and values.

Here we define a sociotechnical system as a dynamic entity comprised of inter-
dependent and interacting social/institutional and physical/technological parts, 
characterized by inputs, processes/actions, and outputs/products.

Sociotechnical systems are usually composed of a group of related  component 
and subsystems, for which the degree and nature of the relationships are not always 
clearly understood. They have large, long-lived impacts that span over a wide 
geographical area. Many have integrated subsystems coupled through feedback 
loops and are affected by social, political, and economic issues (Mostashari and 
Sussman, 2009).

Examples of systems that fall within this category are transportation networks, 
telecommunication systems, energy systems, the World Wide Web, water alloca-
tion systems, financial networks, etc. Such systems have wide-ranging impacts, and 
are characterized by different types and levels of complexity, uncertainty, risk, as 
well as large number of stakeholders (Mostashari, 2005).

1.2	 	Tightly	Coupled	Social	and	
Technological	Hierarchies

A sociotechnological system/network normally consists of at least two (and some-
times three) interacting and tightly coupled networks of components. One layer 
includes the physical/technological components of the system, and the other layer 
the social/institutional components, which are usually connected through an infor-
mation network (Figure 1.1). Within each of these layers the components relate to 
each other in a hierarchy (Figures 1.2).
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1.3	 Characteristics	of	Sociotechnical	Systems
In order to study and analyze a sociotechnical system, a deep understanding of each 
of these aspects is necessary. In the following paragraphs, we will look at these more 
closely (Mostashri, 2009).

1.3.1 Complexity
There are many definitions of complex systems, but in this context we consider a 
system as complex when “it is composed of a group of interrelated units (component 
and subsystems, to be defined), for which the degree and nature of the relationships 
is imperfectly known, with varying directionality, magnitude and time-scales of 

Parts

Components/Nodes

Subsystems

Systems

System of Systems

Human Technologies
Megasystem Human Society

Countries/Regions

Cities/Communities/Extended
Enterprises

Individuals

Terms/Divisions

Organizations/Institutions

Figure	1.2	 Hierarchies	within	the	social/institutional	and	physical/technological	
layers.	(Earll	M.	Murman	and	Thomas	J.	Allen,	“Engineering	systems:	An	Aircraft	
perspective.”	Engineering	systems	symposium,	MIT,	2003.).

Social/Institutional 

Technological/Physic

Inform
ation

N
etw

ork

Figure	1.1	 Sociotechnical	system	layers.
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interactions. Its overall emergent behavior is difficult to predict, even when subsys-
tem behavior is readily predictable.” (Sussman, 2003) Sussman also defines three 
types of complexity in systems: behavioral (also called emergence), internal (also 
called structural), and evaluative (Sussman, 2003).

Behavioral	complexity arises when the emergent behavior of a system is difficult 
to predict and may be difficult to understand even after the fact. For instance, 
the easiest solution to traffic congestion seems to be to build new highways. New 
highways, however, cause additional traffic by attracting “latent transportation 
demand” due to the increased attractiveness of private autos, thus leading to more 
congestion in the long run.

Internal	or	structural	complexity is a measure of the interconnectedness in the 
structure of a complex system, where small changes made to a part of the system 
can result in major changes in the system output and even result in systemwide 
 failure. A good example of this type of complexity is the side effect of chemother-
apy, which, in addition to destroying cancerous cells, also suppresses the immune 
system of the body, resulting in death by infection in cancer patients.

Evaluative	 complexity is caused by the existence of stakeholders in a complex 
system and is an indication of the different normative beliefs that influence views 
on the system. Thus, even in the absence of the two former types of complexity, and 
even if one were able to model the outputs and the performance of the system, it 
would still be difficult to reach an agreement on what “good” system performance 
signifies. This type of complexity is one of the primary motivators for engaging 
stakeholders in systems modeling and policy design and is an essential aspect of 
such systems. There are many different criteria to value particular outcomes in a 
sociotechnical system. Which criteria are used to evaluate outcomes, and how they 
are measured, have to be determined by the consensus or overwhelming majority 
agreement of the stakeholders. Otherwise, the valuation can be considered that of 
the experts and decision makers alone. Some of the social and economic valuation 
approaches for outcomes include (Mostashari, 2009)

Utilitarian: This criterion is one of neoclassic economics. Essentially, the goal 
here is to maximize the sum of individual cardinal utilities. (W(x) = U1(x) + 
U2(x) + ... + Un(x)). Of course, this can only function if U1 is cardinal (and 
if the U’s are interpersonally comparable).

Pareto optimality: The goal here is to reach an equilibrium that cannot be 
replaced by another one that would increase the welfare of some people with-
out harming others.

Pareto efficiency: This occurs when one person is made better off and no one is 
made worse off.

Compensation principle: A better-off person can compensate the worse-off per-
son to the extent that both of them are better off.

Social welfare function: Here the state evaluates the outcome based on overall 
social welfare, taking into account distributional issues.
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Nested	complexity exhibited by sociotechnical systems, refers to the fact that a tech-
nologically complex system is often embedded or nested within in a complex insti-
tutional structure. This added dimension of complexity is what makes the design 
and management of a sociotechnical system a great challenge.

1.3.2 Scale
Sociotechnical systems are often large-scale systems characterized by a large num-
ber of components, often stretching over a large geographical area or virtual nodes, 
and across physical, jurisdictional, disciplinary, and social boundaries. Often, their 
impacts are considered long-lived and significant, and affect a wide range of stake-
holders (Mostashari and Sussman, 2009).

1.3.3 Integration and Coupling
Subsystems within a sociotechnical system are connected to one another 
through feedback loops, often reacting with delays. The existence of multiple 
interacting feedbacks makes it harder to understand the effect of one part of 
the system. In such a system, an institutional decision may impact technologi-
cal development, also impacting social, environmental, and economic aspects 
of the system.

1.3.4 Interactions with the External Environment
Systems may be characterized as either closed or open. A closed system is one that 
is self balancing and independent from its environment. Open systems interact 
with their environment in order to maintain their existence. Most sociotechnical 
systems are affected by the environment they operate in and, in this sense, can be 
considered open systems.

1.3.5 Uncertainty and Risk in Sociotechnical Systems
One of the main products of complexity in a system is uncertainty in its initial state, 
its short- and long-term behavior, and its outputs over time. Webster’s Dictionary 
defines uncertainty as “the state of being uncertain.” It further defines uncertain 
as “not established beyond doubt; still undecided or unknown.” Uncertainty refers 
to a lack of factual knowledge or understanding of a subject matter and, in this 
case, to the inability to fully characterize the structure and behavior of a system 
now or in the future. In analyzing complex systems, uncertainty can apply to the 
current state of a system and its components, as well as uncertainties on its future 
state and outcomes of changes to the system. Essentially, there are two categories 
of uncertainty: Reducible, and irreducible. Reducible uncertainty can be reduced 
over time with extended observation, better tools, better measurement, etc., until 



6  ◾  Ali Mostashari

© 2011 by Taylor & Francis Group, LLC

it reaches a level when it can no longer be reduced. Irreducible uncertainties are 
inherent uncertainties due to the natural complexity of the subject matter. We can 
distinguish the following types of uncertainty (Walker, 2003):

Causal	Uncertainty: When scientists draw causal links between different parts of 
the system, or between a specific input and an output, there is an uncertainty in the 
causal link. For instance, the relationship between air pollution concentration and 
respiratory problems is associated with causal uncertainty, given that the same air 
pollution concentrations can result in different levels of respiratory  problems. This 
occurs because other, sometimes unknown, factors can influence the causal link. 
There is also the important difference between correlation and causation, in that 
an existing correlation does not necessarily indicate causation. Another source of 
causal uncertainty is the existence of feedback loops in a system. Causal uncertainty 
is strongly dependent on the “mental map” of the person  drawing the linkages.

Measurement	 Uncertainty: When measuring physical or social phenomena, 
there are two types of measurement uncertainty that can arise. The first is the 
reliability of the measurement, and the second is its validity. Reliability refers to 
the repeatability of the process of measurement, or its “precision,” whereas validity 
refers to the consistency of the measurement with other sources of data obtained in 
a different ways or its “accuracy.” The acceptable imprecision and inaccuracy in the 
case of different subject matters can be very different. For instance, the acceptable 
inaccuracy for a weather forecast is different from the inaccuracy of measurements 
for the leakage rate of a nuclear waste containment casket, given the different levels 
of risk involved. Therefore, defining the acceptable uncertainty in measurements is 
a rather subjective decision.

Sampling	Uncertainty: It is practically impossible to measure all parts of a given 
system. Measurements are usually made for a limited sample and generalized over 
the entire system. Such generalization beyond the sample gives rise to sampling 
uncertainty. Making an inference from sample data to a conclusion about the entire 
system creates the possibility that error will be introduced because the sample does 
not adequately represent that system.

Future	Uncertainty: The future can unfold in unpredictable ways, and future 
developments can impact the external environment of a system or its internal struc-
ture in ways that cannot be anticipated. This type of uncertainty is probably one 
of the most challenging, given that there is little control over the future. However, 
it is possible to anticipate a wide range of future developments and simulate the 
effect of particular decisions or developments in a system across these potential 
futures. In sociotechnical systems, the effects of new technologies often cannot 
be adequately determined a	priori. Collingridge (1980) indicates that, historically, 
as technologies have developed and matured, negative effects have often become 
evident that could not have been anticipated initially (automobile emissions or 
nuclear power accidents and waste disposal). Despite this ignorance, a decision 
has to be made today.
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Experts use models to predict values of some variables based on values of other 
variables. A model is based on assumptions about the initial state of a system (data), 
its structure, the processes that govern it, and its output. Any of these assumptions 
has inherent uncertainties that can affect the results that the model produces. The 
parameters and initial conditions of a model can often be more important than 
the relationships that govern the model in terms of the impact on the output. The 
“Limits to Growth” Models of the 1970s show how long-range models are not 
capable of characterizing long-term interactions between the economy, society, and 
the environment in a sociotechnical system. Additionally, individual and institu-
tional choices can make socioeconomic models inherently unpredictable (Land and 
Schneider 1987).

In real life, uncertainties cannot be reduced indefinitely, and the reduction of 
uncertainty is associated with costs. Therefore, an acceptable level of uncertainty 
for decision making has to be determined subjectively. The subjective nature of 
such a determination is one of the main rationales for stakeholder participation in 
decision making.

Risk is the combination of the concepts probability (the likelihood of an out-
come) and severity (the impact of an outcome). In fact, acceptable levels of uncer-
tainty in the analysis of a system depend on acceptable levels of risk associated with 
that system. The concept of acceptable risk is essentially a subjective, value-based 
decision. While there are methodologies, such as probabilistic risk assessment, 
that try to provide an objective assessment of risk, it is the perception of the risk-
 bearing individuals, organizations, or communities that determine how much risk 
is acceptable. While many experts focus on providing the public with probabilities 
of possible outcomes for a system, Sjöberg (1994) indicates that the public is more 
concerned with the severity than with the probability. Allan Mazur (1981) empha-
sizes the role of the media in affecting risk perceptions for people. He argues that 
the more people see or hear about the risks of a technology, for example, the more 
concerned they will become. This effect could occur both for negative coverage as 
well as positive coverage.

1.4	 Dimensions	of	Sociotechnical	Systems
A sociotechnical system is defined through four main aspects: Its (manmade) 
structure and artifacts (technology, architecture, protocols, components, links, 
boundaries, internal complexity), its dynamics and behavior (emergence, nonlinear 
interactions, feedback loops), and its actors/agents (conscious entities that affect 
or are affected by the system’s intended or unintended effects on its environment). 
Finally, the environment it operates in also defines a sociotechnical system. Here, 
environment refers to the social, cultural, political, economic, and legal context 
within which the system is operating (Mostashari, 2009).



8  ◾  Ali Mostashari

© 2011 by Taylor & Francis Group, LLC

A proposed taxonomy of sociotechnical systems studies can therefore consist of 
the following:

 ◾ Structural	Studies: Research on architecture, technological artifacts, protocols 
and standards, networks, hierarchies, optimization and structural “ilities,” etc.

 ◾ Behavioral	 Studies: Research on nonlinearity, dynamic or behavioral com-
plexity, dynamic “ilities,” material/energy/information flows, dynamic pro-
gramming, emergence, etc.

 ◾ Agent/Actor	 System	Studies: Research on decision making under uncertainty, 
agent-based modeling, enterprise architecture, human–technology interac-
tions, labor–management relations, organizational theory, lean enterprise, etc.

 ◾ Policy	Studies: Research on the interactions of the sociotechnical system with 
its environment, including institutional context and political economy, stake-
holder involvement, labor relations, and social goals of sociotechnical sys-
tems, as well as ecosystem and sustainability research.

1.5	 Sociotechnical	Networks
One major type of sociotechnical system is sociotechnical networks. These are nor-
mally networked physical/technological systems used and managed by a network 
of people, organizations, and enterprises. The Internet is a good example of such a 
system, as is the power grid. Sociotechnical networks are important because they 
can span across nations and impact millions of individuals. They are often critical 
in the effective functioning of societies and economies. Because of their networked 
nature, sociotechnical networks face major challenges with regard to security, resil-
ience, reliability, multiobjective multilayer optimization, and tensions between 
local and global control and optimization. Additionally, there are organizational/
institutional challenges in regulation, standards, management, and governance of 
these networks. We will look at each of these issues briefly in subsequent sections.

1.5.1 Security
The networked nature of sociotechnical systems makes them vulnerable to major 
security breaches that can endanger the operations of the network and compromise 
critical information and data. Due to the large number of access points in larger 
sociotechnical networks, developing a “secure” network is a highly challenging 
notion. The security aspect of sociotechnical networks has been primarily explored 
at the data network level. Many sociotechncial data network layers are heteroge-
neous in nature and can include a TCP/IP backbone, sensor networks, WiMax, 
wireless local area networks, and cellular networks, all of which are vulnerable 
to security breaches. There have been extensive studies on network security for 
different sociotechnical systems, including risk and vulnerability assessment for 
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sociotechnical power grids (Byres and Lowe, 2005), and security technology and 
practice assessments (Byres and Franz, 2006). In this book we will devote a key 
chapter to sociotechnical network security.

1.5.2 Resilience
Resilience is defined as the ability of a system to maintain or recover its service 
delivery in the face of major external disruptions. Given the criticality of socio-
techncial networks such as the power grid, the Internet, transportation networks, 
telecommunication networks, etc., in the proper functioning of society, the resil-
ience of such systems in the face of various kinds of external shocks is critical. The 
resilience of sociotechnical networks is a function of their vulnerability as well as 
adaptive capacity (Omer et al., 2009). The less the vulnerability, the lower the pos-
sibility that sociotechnical network performance will be compromised. The more 
the adaptive capacity of the system, the faster will the system jump back to its 
initial performance levels after being affected by a shock. Sociotechnical network 
resilience can increase when diversity, redundancy, modularity, and cognition/
autonomy are designed into the system.

1.5.3 Reliability
Network reliability refers to the reliability of the overall network to provide commu-
nication in the event of failure of a component or a set of components in the network 
(Wiley	Encyclopedia	of	Electrical	and	Electronics	Engineering, 1999). For sociotechnical 
networks, the reliability expands to all three layers, namely, the physical/technological 
network layer, the data communication layer, and the social/institutional layer. The 
main challenge is to define the holistic reliability of the sociotechnical network, given 
that the reliability of each network layer cannot be easily combined with that of the 
other layers. This is due to the differences in the fault modes and the asynchronous 
nature of failures within the components within each layer (physical, data, social).

1.5.4 Distributed versus Centralized Control
In sociotechnical networks the physical or virtual connections are controlled either 
through a single network controller or through several controllers. The former is 
called centralized control, and the latter is known as decentralized control. In a 
sociotechnical network, distributed control systems are more common, as different 
parts of the system will have different types of control actions and would be distrib-
uted over jurisdictional and geographical boundaries. Issues of local versus global 
optimization for larger-scale sociotechnical networks are fundamental systems-level 
decisions that need to depend on the organization and structure of the social net-
work layer and on the economic optimization of locally managed networks as well as 
other system attributes and properties such as reliability, resilience, and security.
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1.6	 Sociotechnical	Networks	and	Cognition
The ability of a sociotechnical network to autonomously sense changes in its envi-
ronment and respond to those changes relatively autonomously based on its prior 
experiences demonstrates its level of cognition. The higher the autonomy, the higher 
the cognitive ability of the network. One can define a Cognitioncentric System as 
having the following capabilities (Mitola, 2006):

 1. Sensing individual internal and external changes
 2. Perceiving the overall picture that these changes represent
 3. Associating the new situation with past experienced situations and acting 

accordingly if similar
 4. Planning various alternatives in response to the change within a given response 

timeline
 5. Choosing course of action that seems best suited to the situation
 6. Taking	action.by adjusting resources and outcomes to meet new needs and 

requirements
 7. Monitoring	and	learning from the impact of capabilities 1–6

From the definition it follows that every system could exhibit these capabilities in 
different degrees. Each of these capabilities is used in a systems process that directly 
corresponds to it. The chain of the seven resulting processes constitutes the full 
cognitive process cycle for the system for any given set of changes. Chapter 10 will 
look at cognitioncentric sociotechnical systems in more detail.

1.7	 	Analyzing	Sociotechnical	Networks:	CLIOS	
Analysis	and	the	STIN	Heuristics

There are two main analysis methodologies for sociotechnical networks. The 
CLIOS (Complex, Large-scale, integrated, open systems) process (Mostashari 
and Sussman, 2009, Sussman, 2003) and the sociotechnical interaction network 
(STIN) concept (Kling et al., 2003). We will discuss the CLIOS process in detail 
in the sociotechnical systems modeling chapter. STIN is based on earlier work by 
Kling and Scacchi (1982) and identifies the following broad analysis activities for 
sociotechnical networks (Kling et al., 2003):

 1. Stakeholder/Actor Analysis
 2. Network Relationship Analysis
 3. Network Trajectory Analysis

In the first, the relevant population of system interactors is identified, the core inter-
actor groups are mapped, and incentives within the network are  characterized. In 
the second, excluded actors and undesired interactions are identified, and existing 
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communication forums and resource flows are mapped. In the third, the architec-
tural choice points are identified and mapped to the sociotechnical  characteristics of 
the system (Kling, 2003). This approach is similar to the CLIOS process described 
in later chapters, although the CLIOS process identifies relevant models and meth-
ods within a step-by-step analysis framework.

In the following chapters of this book we will look at many of these issues in 
more detail.
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2.1	 Introduction
In addition to network models of sociotechnical networks, there are many other 
ways to model sociotechnical systems, taking into account the interactions between 
social and technological components. When analyzing a sociotechnical system, it 
is necessary to look at the entire system in a holistic fashion. One of the major 
milestones favoring this type of systemic approach in the analysis of complex sys-
tems is systems	theory. It was first proposed as an alternative to reductionism in the 
1940s by the biologist Ludwig von Bertalanffy, who published his General Systems 
Theory (Bertalanffy, 1968). He emphasized that real systems were open and that 
they exhibited behavioral complexity or emergence. Rather than analyzing the 
individual behaviors of system components in isolation, systems theory focuses 
on the relationship among these components as a whole and within the context of 
the system boundaries. According to Bertalanffy, a system can be defined by the 
system-environment boundary, inputs, outputs, processes, state, hierarchy, goal 
directedness, and its information content (Bertalanffy, 1968).

2.2	 Systems	Analysis
While systems theory provides the fundamental concepts for understanding a 
complex sociotechnical system, it does not provide a common methodology for 
how to analyze such a system. In the 1960s and 1970s, systems analysis evolved 
as an approach to analyzing complex systems. The American Cybernetics Society 
defines systems analysis as “an approach that applies systems principles to aid a 
decision-maker with problems of identifying, reconstructing, optimizing, and 
managing a system, while taking into account multiple objectives, constraints and 
resources. Systems analysis usually has some combination of the following: iden-
tification and re-identification of objectives, constraints, and alternative courses of 
action; examination of the probable consequences of the options in terms of costs, 
benefits, and risks; presentation of the results in a comparative framework so that 
the decision maker can make an informed choice from among the options.”*

Many systems analysis tools and processes have been proposed for analyzing 
different aspects of complex systems. Here we will look at Systems Engineering, 
Systems Dynamics, and the CLIOS Process as important ways to analyze CLIOS. 
In the following sections, we will take a look at each of these approaches.

2.2.1 Systems Engineering
Systems engineering is a discipline that develops and exploits structured, efficient 
approaches to analysis and design to solve complex engineering problems. Jenkins 

* Web	Dictionary	of	Cybernetics	and	Systems, American Cybernetics Society, http://pespmc1.vub.
ac.be/ASC/indexASC.html.
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(1971) defines the following stages for a systems engineering approach to solv-
ing complex systems: Systems Analysis, System Design, and Implementation and 
Operation.

For each of these stages, a different number of systems engineering tools and 
methods exist that can help analyze different aspects of the system. The methods 
include such elements as trade-off analysis, optimization (operations research), sen-
sitivity analysis, utility theory, benefit–cost analysis, real-options analysis, game 
theory, and diverse simulation methods such as genetic algorithms or agent-based 
modeling.* At any stage of a systems engineering analysis of a complex system, a 
combination of these tools and methods can be used. In the following paragraphs, 
we will consider each of these tools and methods and comment on their strengths 
and weaknesses.

2.2.1.1 Trade-Off Analysis

When dealing with a complex system, there are multiple values that we would 
like to maximize. Often, these goals and objectives can be in direct conflict with 
one another, and maximizing one can adversely affect the other. Trade-off analysis 
allows us to find those outcomes in the systems that have combinations of values 
that are acceptable to us, and which maximize the overall value of the system as 
a way to deal with evaluative complexity. Multiattribute trade-off analysis can be 
used for cases where there are multiple objectives in a given system. The draw-
back with trade-off analysis is that many benefits are not continuous in nature. For 
instance, in the case of a sociotechnical power grid, there is a trade-off between 
local and global optimization: either the grid parameters are optimized for a local 
area or for the global grid as a whole. Trade-off is thus not a continuous curve and 
cannot be well represented using trade-off analysis.

2.2.1.2 Optimization

Optimization is the maximization or minimization of an output function from a 
system in the presence of various kinds of constraints. It is a way to allocate system 
resources such that a specific system goal is obtained in the most efficient way. 
Optimization uses mathematical programming (MP) techniques and simulation to 
achieve its goals. The most widely used MP method is linear programming, which 
was made into an instant success when George B. Dantzig developed the simplex 
method for solving linear-programming problems in 1947. Other widely used MP 
methods are integer and mixed-integer programming, dynamic programming, and 
different types of stochastic modeling. The choice of methodology depends mainly 
on the size of the problem and the degree of uncertainty. Table 2.1 shows what 

* The Institute for Systems Research, What is Systems Engineering, http://www.isr.umd.edu/
ISR/about/definese.html#what.
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methods are used for certain and uncertain conditions in the strategy evaluation 
and generation stages of systems analysis.

Another type of optimization method is Genetic	 Algorithm (GA). A genetic 
algorithm is an optimization algorithm based on Darwinian evolutionary mecha-
nisms and uses a combination of random mutation and crossover and selection 
procedures to breed better models or solutions from an originally random starting 
population or sample (Wall, 1996).

Optimization methods are tools that are suitable for analyzing large-scale net-
works and allocation processes, but may not fit all purposes. Often when social 
considerations exist, the goal is not optimization but satisfaction of all stakeholder 
groups involved. Also, when optimization occurs, there is no room for  flexibility in 
the system, making the system vulnerable to changes that happen in its  environment 
over time.

Table 2.1	 A	Systems	Engineering	Approach	for	Dealing	with	Complex	
Sociotechnical	Systems

Stages Methods

• System Analysis 1. Recognition and formulation of the problem

2. Organization of the project

3. Definition of the system

4. Definition of the wider system

5. Definition of the objectives of the wider system

6. Definition of the objectives of the system

7. Definition of the overall economic criterion

8. Information and data collection

• System Design 1. Forecasting

2. Model building and simulation

3. Optimization

4. Control

• Implementation 1. Documentation and sanction approval

2. Construction

• Operation 1. Initial operation

2. Retrospective appraisal of the project

Source: Jenkins, 1971.
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2.2.1.3 Game Theory

Game theory is a branch of mathematics first developed by John von Neumann and 
Oskar Morgenstern in the 1940s, and advanced by John Nash in the 1950s. It uses 
models to predict interactions between decision-making agents in a given set of 
conditions. Game theory has been applied to a variety of fields such as economics, 
market analysis, and military strategy. It can be used in a complex system where 
multiple agents (conscious decision-making entities) interact noncooperatively to 
maximize their own benefit. The underlying assumption for game theory is that 
agents know and understand the benefits they can derive from a course of action, 
and that they are rational.

2.2.1.4 Agent-Based Modeling

Agent-based modeling is a bottom-up system modeling approach for predicting 
and understanding the behavior of nonlinear, multiagent systems. An agent is a 
conscious decision-making element of the system that tries to maximize its local 
benefit. The interaction of agents in a system is a key feature of agent-based  systems. 
It assumes that agents communicate with each other and learn from each other. 
The proponents of this approach argue that human behavior in swarms (or soci-
ety) within a CLIOS can only be predicted if individual behavior is considered a 

Table 2.2	 Mathematical	Programming	and	Simulation	Modeling	Methods	
for	Sociotechnical	Systems

Solution Evaluation Solution Generation

Certainty  − Deterministic Simulation  − Linear Programming

 − Econometric Models  − Network Models

 − System of ODEs  − Integer and mixed-integer 
programming

 − Input–Output Models  − Nonlinear programming

 − Control Theory

Uncertainty  − Monte Carlo Simulation  − Decision Theory

 − Econometric Models  − Dynamic Programming

 − Stochastic Processes  − Inventory Theory

 − Queuing Theory  − Stochastic Programming

 − Reliability Theory  − Stochastic Control Theory

Source: Applied Mathematical Programming. Bradley, Hax, and Magnanti. Addison-
Wesley, 1977.
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function of information exchange among individuals who are trying to maximize 
their profits (Cetin and Baydar, 2004). The main drawback of agent-based model-
ing approaches is that the initial assumptions about an individual’s behavior can 
predetermine the aggregate systems behavior, making the outcome very sensitive to 
the initial assumptions of the system.

2.2.1.5 Benefit–Cost Analysis and Discounted Cash Flow

Benefit–cost analysis (also called cost–benefit analysis) is a methodology developed 
by the U.S. Army Corps of Engineers before World War II that allows decision mak-
ers choose projects that produce the greatest net benefit for every dollar spent. This 
method has been used to analyze the feasibility of complex large-scale projects by the 
public and private sectors. It uses the net present value (NPV) as a basis for decision 
making, and is used extensively to this day. The underlying assumption of this type of 
analysis is that benefits and costs can be converted easily to monetary benefits and can 
be compared across heterogeneous projects. This can be a particularly bad assumption 
when dealing with social systems, where benefits are less tangible in monetary terms 
and evaluated differently by different stakeholders. Also, the choice of the discount 
rate and distributional effects are hard to capture with this methodology.

2.2.1.6 Utility Theory

Utility is an economic concept that realizes that the benefits of a specific good or 
service are not uniform across the population. It is a measure of the satisfaction 
obtained from gaining goods or services by different individuals. It can comple-
ment benefit–cost analysis by including the decision-maker’s preferences as a mea-
sure of comparison of large-scale projects. One of the problems with utility theory 
is that people’s preferences can change very fast, and often there are conflicting 
utilities among the different decision makers and stakeholders, making it difficult 
to use a single utility for a course of action or a system outcome.

2.2.1.7 Real-Options Analysis

Real-options analysis is the application of financial option pricing to real assets. 
Instead of the now-or-never investment options that are used in a traditional NPV 
(Net Present Value) analysis, real-options analysis provides an opportunity but not 
an obligation for the decision maker to make use of opportunities that arise under 
uncertain conditions. Similar to stock options, the decision maker spends an initial 
investment that provides them with an opportunity to act under certain conditions 
to improve the value of the system they manage (Amram and Kulatlaika, 1998). A 
drawback of the real options analysis is that it depends on a known volatility pro-
file for any given system, something that is a far stretch for most complex systems 
where historical data is not necessarily predictive of future behavior.
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2.2.2 System Dynamics
System dynamics is a tool for modeling complex systems with feedback that was 
developed by Jay Forrester at the Massachusetts Institute of Technology in the 
1960s. He developed the initial ideas by applying the concepts from feedback 
control theory to the study of industrial systems (Forrester, 1961). One of the best-
known and most controversial applications of the 1960s was Urban Dynamics 
(Forrester, 1969). It tried to explain the patterns of rapid population growth and 
subsequent decline that had been observed in American cities such as New York, 
Detroit, St. Louis, Chicago, Boston, and Newark. Forrester’s simulation model 
portrayed the city as a system of interacting industries, housing, and people, 
and was one of the first systems models for a sociotechnical system. Another 
widely known application of system dynamics was the “Limits to Growth” study 
(Meadows et al., 1972), which looked at the prospects for human population 
growth and industrial production in the global system over the next century. 
Using computer simulations, resource production and food supply changes in 
a system with growing population and consumption rates were modeled. The 
model predicted that societies could not grow indefinitely and that such growth 
would bring the downfall of the social structure and result in catastrophic short-
ages of food for the world population. Given that the results of the model were 
highly dependent on initial assumptions as well as the designed structure, most 
of the predictions were not confirmed by observation in the years since, and many 
in the academic community have used this as evidence to discredit the value 
of system dynamics in modeling large-scale sociotechnical systems. Therefore, 
system dynamics has in recent years shifted mostly toward solving specific prob-
lems rather than modeling entire large-scale systems. While system dynamics 
has made substantial progress in the past four decades, those academics not in 
the field still consider its merits limited, mainly because of the early large-scale 
experiments by Forrester and Meadows.

System dynamics uses causal loop diagrams to represent relationships and 
causal links between different components in a system.

In addition to qualitative representations, system dynamics also uses control 
theory for quantification. It uses stocks and flows along with feedback loops and 
delays, which can explain how the different elements of a complex system are linked 
together. Its qualitative representation, combined with its quantitative output, make 
it a suitable tool for modeling sociotechnical systems. In terms of quantitative capa-
bilities, system dynamics has the ability of performing extensive multivariable sen-
sitivity analysis. This means that, if we are not certain of the inputs into the model, 
we can provide a range for each, and the system dynamics model will calculate all 
the possible combinations and provide a range of values as the output.

One of the major strengths of system dynamics is in simulating effects that 
are delayed in time. This helps us model how an event or series of events five years 
ago might have contributed to the status of things today, or how current policies 
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might start to pay off in a couple of years and not immediately. System dynamics 
emphasizes quantification of a systems model as the only way to gain insights from 
its behavior. The CLIOS process, which uses a similar concept for representing 
complex systems, emphasizes both qualitative and quantitative insights. We will 
look at the CLIOS process in more detail in the upcoming section.

2.2.3 The CLIOS Process
The CLIOS process (Mostashari and Sussman, 2009) is an approach to fostering 
understanding of complex sociotechnical systems by using diagrams to highlight 
the interconnections of the subsystems in a complex system and their potential feed-
back structures. The motivation for the causal loop representation is to convey the 
structural relationships and direction of influence between the components within 
a system. In this manner, the diagram is an organizing mechanism for exploring 
the system’s underlying structure and behavior and then identifying options and 
strategies for improving the system’s performance.

2.2.3.1 Physical Domain and Institutional Sphere

A CLIOS system can be thought of as consisting of a physical domain—with inter-
connected physical subsystems—nested in an institutional sphere (i.e., nested com-
plexity). This is illustrated in Figure 2.1. Therefore, when we speak of a CLIOS 
system, we refer both to the physical and the institutional aspects of the system 
in which we are interested. The choice of system boundary (for both the physical 
domain and the institutional sphere) within the CLIOS process depends on the 
problem we are trying to address and the extent of our leverage over the system. 

Physical
Domain

Subsystem 1
Subsystem 2

Subsystem 3

CLIOS System
Boundary

Component

Institutional
Sphere

Figure	2.1	 A	CLIOS	system	consists	of	a	physical	domain	(made	up	of	subsys-
tems),	nested	within	an	institutional	sphere.
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However, the choice of systems boundary for the physical domain will affect our 
choice of boundary for the institutional sphere, and vice versa.

Recently, there have been important attempts at looking at complex CLIOS-
type systems from a holistic, enterprise perspective (Swartz and DeRosa, 2006). 
There has been a recognition on behalf of systems engineering practitioners that 
standard processes need to be adapted based on insights from complexity science, 
and various principles for incorporating complexity as a consideration within such 
processes have been proposed (Sheard and Mostashari, 2009). One of the most 
important developments in this area was the definition of a research agenda for 
Complex	Engineered,	Organizational	and	Natural	Systems by over 50 thought lead-
ers in complexity (Rouse, 2007). In particular, with regard to particular CLIOS 
Systems, there have been important studies looking at the analysis and design of 
urban and regional transportation systems (Sussman, Sgoruidis and ward, 2004), 
air combat systems (Kometer, 2005), maritime surveillance systems (Martin, 
2004), lean manufacturing systems, aerospace systems design (McConnell, 2007), 
regional energy systems design (Mostashari, 2005), nuclear waste transportation 
and storage systems (Sussman, 2000), municipal electric utilities (Osorio Urzua, 
2007), public–private partnerships in infrastructure development (Ward, 2005), 
and environmental systems (Mostashari and Sussman, 2005) among others.

2.2.3.2 The CLIOS Process as a Conceptual Methodology

As an alternative systems design process for CLIOS Systems, this chapter proposes 
the CLIOS process, a highly iterative and modular 12-step conceptual	process for 
concurrent analysis, design, and management of coupled complex technological 
and institutional systems in the face of uncertainty. An overview of the CLIOS 
process is presented, followed by papers exploring detailed applications in complex 
large-scale engineering systems. As an engineering systems design, analysis, and 
management process, the CLIOS process does not rely on a particular analysis 
methodology or modeling tool. Rather similar to ANSI/EIA 632, it is a conceptual 
process that can serve as an organizing framework for the design, analysis, and 
management process of CLIOS systems.

2.2.3.3  Relationship to Other Quantitative and 
Qualitative Systems Methodologies and Tools

As indicated, the CLIOS process is a conceptual framework and does not limit the 
user to a particular methodology. As such, it allows for a variety of computational 
(quantitative) or qualitative tools to be utilized for analyzing the physical domain 
and the institutional sphere. Table 2.4 represents the variety of quantitative and 
qualitative methodologies and tools that can be applied in the different steps of the 
CLIOS process. This is not an exhaustive list but provides a starting point for the 
user depending on the type of CLIOS system at hand.
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2.2.3.4 Overview of the CLIOS Process

The CLIOS process is composed of twelve steps divided into three stages (see 
Figure 2.2). The three stages are Representation; Design, Evaluation, and Selection; 
and Implementation and Adaptation (Table 2.3). In stage one—Representation—
the CLIOS system representation is created and considered in terms of both its 

Representation Design, Evaluation and
Selection 

Implementation and
Adaptation  

A

B C

D

E

1. Describe CLIOS System:
Checklists & Preliminary

Goal Identification 

2. Identify Subsystems in
Physical Domain & Groups

on Institutional Sphere

3. Populate the Physical
Domain & Institutional

Sphere

4A. Describe Components 4B. Describe Links 

5. Transition from Descriptive to
Prescriptive Treatment of System 

6. Refine CLIOS System
Goals & Identify

Performance Measures 

7. Identify & Design Strategic
Alternatives for System

Improvements

8. Identify Important Areas
of Uncertainty

9. Evaluate Strategic
Alternatives & Select

“Bundles”

10. Physical Domain/
Subsystems

11. Institutional Sphere

12. Evaluate, Monitor &
Adapt Strategic Alternatives

for CLIOS System

Design and Implement Plan for:

G

F

Figure	2.2	 The	twelve	steps	of	the	CLIOS	process	with	suggested	iteration	points.	
(From	Mostashari	A.	and	Sussman	J.	2009.	A	framework	for	analysis,	design	and	
operation	of	complex	large-scale	sociotechnological	systems.	International Journal 
for Decision Support Systems and Technologies,	1(2),	52–68,	April–June	2009.)
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structure and behavior. In this stage, we also establish preliminary goals for the 
system—that is, in what ways do we want to improve its performance? In stage 
two—Design, Evaluation, and Selection—strategic alternatives for performance 
improvements to the physical domain and institutional sphere are designed, 
evaluated, and, finally, some are selected. In stage three—Implementation and 
Adaptation—implementation plans for the physical domain and the institutional 
sphere are designed and refined. The strategies are then adapted to new needs and 
observations. An overview of the three stages is shown in Figure 2.2. The twelve 
steps are coded by the shading of the boxes to indicate whether they are part of the 
representation; design, evaluation, and selection; or implementation stage.

2.2.3.5 Iterative Nature of CLIOS

While the CLIOS process is constructed as a set of ordered steps, it constitutes 
an iterative process, and not a rigid, once-through process. Indeed, as shown in 
Figure 2.2, there are several important points where iteration can occur. In the fol-
lowing sections, we will outline each of the steps in more detail.

Table 2.3	 Summary	of	Three	Stages	of	CLIOS

Stage Key ideas Outputs

1. Representation • Understanding and 
visualizing system 
structure and behavior

• Establishing preliminary 
system objectives

System description, issue 
identification, goal 
identification, and 
structural representation

2. Design, 
Evaluation, and 
Selection

• Refining system 
objectives while 
cognizant of complexity 
and uncertainty

• Developing bundles of 
strategic design 
alternatives

Identification of 
performance measures, 
identification and design 
of strategic alternatives, 
evaluation of bundles of 
strategic alternatives, and 
selection of the best 
performing bundles

3. Implementation 
and Adaptation

• Implementing bundles 
of strategic alternatives

• Following-through—
changing and 
monitoring the 
performance of the 
CLIOS System

Implementation strategy 
for strategic alternatives in 
the physical domain and 
the institutional sphere, 
actual implementation of 
alternatives, and 
postimplementation 
evaluation
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2.2.3.5.1 CLIOS Stage 1: Representation

The representation stage aids in the understanding of the complete CLIOS system 
by examining the structures and behaviors of the physical subsystems and institu-
tional sphere and the interactions between them. The CLIOS process usually uses 
a combination of diagrams and text to capture the critical aspects of the CLIOS 
system and present them in an easy-to-comprehend format. When the CLIOS pro-
cess is carried out jointly by a group of analysts, decision makers, and stakeholders, 
the representation stage is used to create a common understanding of the system 
among these actors (Mostashari and Sussman, 2005).

2.2.3.5.1.1  CLIOS  Step  1:  Describe  CLIOS  System:  Checklists  and 
Preliminary Goal Identification — In defining the system that pertains to the 
problem, we first create several checklists to serve as a high-level examination of the 
CLIOS system. The lists should address the question “What is it about the system 
that makes it interesting, and what major systems issues/goals are we interested in?” 
(Puccia and Levins, 1985).

The first of the checklists is the characteristics checklist that may relate to 
(a) the temporal and geographic scale of the system, (b) the core technologies 
and systems, (c) the natural physical conditions that affect or are affected by the 
system, (d) the key economic and market factors, (e) important social or political 
factors or controversies related to the system, and (f ) the historical development 
and context of the CLIOS system. The second checklist, essentially a SWOT 
Strengths, Weaknesses, Opportunites, and Threats analysis, captures opportuni-
ties, issues, and challenges—those aspects of the CLIOS System for which we 
may seek constructive improvements through strategic alternatives in Stage 2. 
Finally, in the third checklist, we identify preliminary system goals and require-
ments that often relate to the opportunities, issues, and challenges found in the 
second checklist. To compile the lists, one can draw upon a wide range of sources: 
academic articles and books, popular press, reports published by the government, 
business, nongovernmental organizations (NGOs), discussions/interviews with 
stakeholders, or personal expertise or experience with the system, etc.

2.2.3.5.1.2  CLIOS  Step  2:  Identify  Subsystems  in  the  Physical  Domain 
and Actor Groups on the Institutional Sphere — To outline the general struc-
ture of the CLIOS system, we determine (a) which major subsystems make up 
the physical domain of the CLIOS System, (b) who the main actor groups are on 
the institutional sphere, and (c) how they relate to one another on a macro level 
(Mostashari and Sussman, 2009).

For	the	Physical	Domain: Here we parse the physical domain (or system) into 
subsystems, map out the structure of those subsystems (which can be envisioned 
as layers), and finally identify the key linkages between the subsystems. This is a 
difficult process but worthwhile in that many of the insights into the structure and 



28  ◾  Ali Mostashari

© 2011 by Taylor & Francis Group, LLC

behavior of the CLIOS system will come through while thinking about how it can 
be subdivided into the different layers.

For	 the	 Institutional	 Sphere: We then identify the major actor groups on the 
institutional sphere. The general categories may include government agencies, pri-
vate sector firms, citizen groups, as well as independent expert/advisory entities 
and so forth. This can be derived from the checklists in terms of who manages the 
system, who is affected by it, who attempts to influence, it, and, in general, who 
worries about it.

2.2.3.5.1.3  CLIOS  Step  3:  Populate  the  Physical  Domain  and  the 
Institutional Sphere — Populating	the	Physical	Domain: In this step we employ 
the type of basic subsystem diagram common in systems sciences, “defined as 
having components and relations that may be represented (at least in principle) 
as a network-type diagram with nodes representing components and lines repre-
senting the relationships” (Flood and Carson, 1993). Initial CLIOS subsystem 
diagrams are created by detailing each subsystem and identifying the major com-
ponents in each and the links indicating the influence of the components on each 
other. Sometimes a component can be common to more than one subsystem 
(Mostashari and Sussman, 2009).

Figure  2.3 shows the populated subsystems and the concept of the common	
driver linking them.

This type of representation is similar to causal loop diagrams (CLDs) used in 
System Dynamics, and system dynamics software provides a good platform for 
developing computer-aided CLIOS systems representations. One technique that 
can be used for increasing the resolution of the system representation without creat-
ing overcrowded diagrams is expanding. Expanding focuses on critical components 
and magnifies their functions into separate diagrams for more detailed study. This 
is shown in Figure 2.4.

Populating	 the	 Institutional	 Sphere: Parallel to populating the subsystems of 
the physical domain with components, we populate the institutional sphere with 

Subsystem 1

Component Link

Subsystem 2

Subsystem 3

Subsystem 4
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Figure	2.3	 Populating	the	subsystem	diagrams.
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individual actors within each of the major actor groups and show the links between 
them. Figure 2.4 illustrates the tasks described in Step 3 for a transportation system 
example. It shows the various subsystems selected, the institutional sphere mapped 
onto a plane for convenience, with the subsystems and sphere populated with com-
ponents and actors, respectively (Mostashari and Sussman, 2009).

2.2.3.5.1.4  CLIOS Step 4A: Describe Components in the Physical Domain 
and Actors on the Institutional Sphere — Components	of	the	physical	domain: 
Up to this point, the components have been considered as generic. In this step we 
more carefully characterize the nature of the individual components. Within the 
physical domain, we consider three basic types of components. Regular	components 
(or from now on, simply “components” and indicated by circles) are usually the 
most common in the subsystem diagrams within the physical domain. Policy	Levers 
(indicated by rectangles) are components within the physical domain that are most 
directly controlled or influenced by decisions taken by the actors—often institu-
tions and organizations—on the institutional sphere. Common	Drivers (indicated 
by diamonds) are components that are shared across multiple and possibly all sub-
systems of the physical domain (Mostashari and Sussman, 2009).

In Figure 2.5 we show three shapes used for different CLIOS system compo-
nents. External factors are indicated by shading, rather than by shape, and can still 
be either a component or a common driver.

Actors	 on	 the	 institutional	 sphere:	 In parallel to describing the components in 
the physical domain, we also describe the actors on the institutional sphere. In 
describing the actors, we can identify important characteristics, such as their power 
or mandate over different parts of the physical subsystems, their interests in the 
subsystems, their expertise and resources, and their positions with regard to differ-
ent potential strategic alternatives. Much of this information can be derived from 
the actor’s formal mandate, as well as interviews and other information sources that 
shed light on the described characteristics.

2.2.3.5.1.5  CLIOS Step 4B: Describe Links — As the components are char-
acterized and divided into different types, we also, in parallel, need to characterize 
the nature of the several kinds of links. Link notation needs to be consistent; if 
they represent different things, one should use different diagrammatic components 
(Flood and Carson, 1993). In the diagrams used in the CLIOS system representa-
tion, these links will be largely qualitative. Generally, the links should indicate 

Component Common ExternalPolicy

Figure	2.5	 CLIOS	system	diagram	component	shapes.
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directionality of influence and feedback loops, as well as the magnitude of influ-
ence (big/important or small/marginal impacts on the adjoining components) 
(Mostashari and Sussman, 2009).

In thinking about the linkages, a key aspect of the CLIOS system representa-
tion is to develop a framework for thinking about and describing the links in the 
system. We identify here three classes of links:

 ◾ Class 1: Links between components in a subsystem
 ◾ Class 2: Links between components in a subsystem and actors on the institu-

tional sphere (also called “projections”)
 ◾ Class 3: Links between actors on the institutional sphere

There are different approaches appropriate to each class of links. Generally, the 
links within the physical domain (Class 1) can be analyzed using engineering- 
and microeconomics-based methods, and will often be quantifiable. Regarding the 
links from the institutional sphere to the physical subsystems (Class 2 or projec-
tions), quantitative analysis is less useful since human agency and organizational 
and stakeholders’ interests come into play as they attempt to induce changes in the 
physical domain. Finally, there are the interactions that take place within the insti-
tutional sphere itself (Class 3). Understanding this class of links requires methods 
drawing upon theories of organizations, institutions, politics, and policy. According 
to Karl Popper (1972), “obviously what we want is to understand how such non-
physical things as purposes,	 deliberations,	 plans,	 decisions,	 theories,	 intentions	 and	
values, can play a part in bringing about physical changes in the physical world” 
(cited in Almond and Genco (1977), emphasis in original).

2.2.3.5.1.6  CLIOS  Step  5:  Transition  from  Descriptive  to  Prescriptive 
Treatment of System — Once the general structure of the CLIOS system has 
been established, and the behavior of individual components, actors, and links 
has been relatively well characterized, we can use this information to gain a  better 
understanding of the overall system behavior and, where possible, counterintuitive 
or emergent system behavior by asking the following types of leading questions 
(Mostashari and Sussman, 2009).

First, with respect to the physical layers (Class 1 links), are there strong interac-
tions within or between subsystems? Are there chains of links with fast-moving, 
high-influence interactions? Are some of the paths of links strongly nonlinear and/
or irreversible in their impact? Finally, can strong positive or negative feedback 
loops be identified?

Second, looking at the links between the institutional sphere and the physical 
subsystems (Class 2 links or projections), can we identify components within the 
physical domains that are influenced by many different organizations in the insti-
tutional sphere? If so, are the organizations pushing the system in the same direc-
tion, or is there competition among organizations in the direction of influence? 
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Alternatively, do some organizations on the institutional sphere have an influence 
on many components within the physical domain?

Finally, within the institutional sphere itself (Class 3 links), are the relationships 
between organizations characterized by conflict or cooperation? Are there any high-
influence interactions, or particularly strong organizations, that have direct impacts 
on many other organizations within the institutional sphere? What is the hierarchi-
cal structure of the institutional sphere, and are there strong command and control 
relations among the organizations, and/or are they more loosely coupled? What is 
the nature of interaction between several organizations that all influence the same 
subsystems within the physical domain?

2.2.3.5.2 CLIOS Stage 2: Design, Evaluation, and Selection

Having considered the CLIOS system from the standpoint of its structure and behav-
ior during the Representation stage, the next stage focuses on the design, evaluation, 
and selection of strategic alternatives for the system. This culminates in the develop-
ment of a robust bundle of strategic alternatives. Among these strategic alternatives 
may be organizational and institutional changes that may be necessary to meet the 
CLIOS system goals (defined in Step 1, and to be reconsidered in Step 6).

2.2.3.5.2.1  CLIOS  Step  6:  Refine  CLIOS  System  Goals  and  Identify 
Performance  Measures  — Entering the second stage of the CLIOS process, 
it is necessary to refine the preliminary goals developed in Step 1 to reflect the 
knowledge and insight gained at this point in the process. The concrete vision of 
the desired future	state of the system, as prescribed by the refined	goals, can then be 
used to identify performance	measures that mark the progress from the current to 
the desired future state.

2.2.3.5.2.2  CLIOS Step 7:  Identify and Design Strategic Alternatives for 
CLIOS System Improvement — The establishment of refined goals and perfor-
mance measures naturally leads to questions about how	CLIOS system performance 
can be improved through strategic alternatives. This is a creative step in the CLIOS 
process where imagination in developing strategic alternatives is to be valued, and 
out-of-the-box thinking and brainstorming is often a key to success. Performance 
improvements through strategic alternatives can take three forms. Thinking about 
nested complexity, we can characterize strategic alternatives as

 ◾ Physical changes involving direct modification of components in the physical 
domain

 ◾ Policy-driven changes involving the policy lever projections from the institu-
tional sphere on the physical domain

 ◾ Actor-based—architectural changes of the institutional sphere either within 
actors or between actors
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In many cases, in order to achieve changes in the physical domain, policy-driven 
strategic alternatives need to be considered. These strategic alternatives may rely 
on incentives or disincentives such as taxes, subsidies, voluntary agreements, and 
restrictions on certain behaviors. Implicit in these types of alternatives is usually 
an assumption about how a policy change, initiated by actors on the institutional 
sphere, will cascade through the physical domain, and what changes in the perfor-
mance measure will occur. Following this process can also reveal where strategic 
alternatives of this kind are counterproductive, diminishing the performance in 
other parts of the system.

2.2.3.5.2.3  CLIOS  Step  8:  Flag  Important  Areas  of  Uncertainty  — A 
parallel activity to the identification of strategic alternatives for CLIOS system 
performance improvements is uncertainty analysis. In addition to internal and 
external risks that can be identified in a risk-management framework, there are 
additional uncertainties that deal with our lack of understanding of the system 
due to its emergent behaviors. In identifying key uncertainties, one can rely on 
the insights gained in Stage 1 and Step 6, in which we looked for chains of 
strong interactions, areas of conflict between stakeholders, or emergent behavior 
resulting from feedback loops. A promising qualitative methodology for identify-
ing key uncertainties and understanding their impact on the CLIOS system is 
Scenario Planning as developed by Royal Dutch/Shell in the years leading up to 
the oil shocks of the 1970s (Schwartz, 1996). Quantitative approaches such as 
probabilistic risk assessment and event tree analysis are of value as well in this 
step of the CLIOS process. Another way of approaching uncertainty is exempli-
fied by real options used to value flexibility and flexible strategic alternatives. 
McConnell (2007) describes ways that life-cycle flexibility can be integrated into 
the CLIOS Process.

2.2.3.5.2.4  CLIOS Step 9: Evaluate Strategic Alternatives and “Bundles” — 
In this step, the individual strategic alternatives that were generated in Step 7 are 
evaluated using the models developed in Step 6 or additional models if need be. Also, 
we can return here to the insights gained in Stage 1. Usually, each alternative is exam-
ined with regard to how it impacts the CLIOS system, especially for the performance 
areas that it was designed for. The use of trade-off	analysis is an alternative approach 
that allows comparison of strategic alternatives across difference performance mea-
sures. A large number of alternatives can be compared in this manner, and there is no 
need to reduce performance measures to a single measure.

Given system complexity, it would be unusual if a single strategic alternative 
could be deployed and meet CLIOS system goals. However, by combining strate-
gic alternatives into bundles or packages, the analyst may accomplish two objec-
tives. First, one can mitigate and/or compensate for negative impacts. Given the 
interconnectedness of the CLIOS system, improvements along one dimension of 
performance may degrade performance in other areas of the system.



34  ◾  Ali Mostashari

© 2011 by Taylor & Francis Group, LLC

Second, different combinations of strategic alternatives can improve the robust-
ness of the overall bundle. Here we define robustness as the ability of bundles	of	
strategic	alternatives to perform reasonably well under different future conditions. 
For example, combinations of alternatives can provide insurance against extreme 
changes or shocks to the system, such as major shifts in the common drivers. 
Seeking a robust bundle is a different approach than that of identifying a so-called 
“optimal” bundle, which may only perform optimally under a constrained set of 
conditions.

2.2.3.5.3 CLIOS Stage 3: Implementation and Adaptation

Many systems analyses approaches come to an end at Step 9 with a list of recom-
mendations but with little guidance as to what obstacles might arise in the imple-
mentation of the recommended actions, or how the political realities will affect the 
actual deployment. Steps 10 and 11 (shown as parallel steps) are meant to address 
this common shortcoming. Step 10 focuses on how to implement those that are 
related to the physical domain, while Step 11 focuses on how to implement those 
on the institutional sphere. Akin to project management, but at a higher level, the 
implementation plans developed in Steps 10 and 11 would often include deploy-
ment budget/financial requirements, actor champion, and contingency planning 
in case some strategic alternatives fail or are not implemented on time. While we 
separate the two steps to emphasize the need to consider both areas, ideally, the two 
steps will create a common implementation plan where the strategic alternatives for 
the physical domain and those for the institutional sphere are mutually supportive 
(Mostashari and Sussman, 2009).

2.2.3.5.3.1  CLIOS  Step  10:  Design  and  Implement  Plan  for  Physical 
Domain/Subsystems — As mentioned, this part of the plan for implementa-
tion concentrates on the physical and policy-driven types of strategic alternatives 
in the physical domain. In developing the plan, it is important to consider how 
each strategic alternative fits with the others. Are they independent, or are some 
prerequired for the success of the others? Are there enough resources to proceed 
with all strategic alternatives, or do additional fund-raising mechanisms need 
to be considered? Is the projected time horizon for achieving the CLIOS sys-
tem goals reasonable, based on the ability to implement each alternative? How 
is implementation affected by failures in meeting the targets of specific strategic 
alternatives?

An additional consideration when we create a plan is focusing on all of the 
performance measures and the trade-offs among them. Neglecting certain perfor-
mance measures, especially those that are highly valued by certain actors on the 
institutional sphere, can make the bundle deployment vulnerable to strong resis-
tance from groups that feel that their interests are threatened (Mostashari, 2005). 
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This highlights another key task in developing a strategy for implementation, 
which is the use of the CLIOS system representation to identify which actor is 
going to implement, monitor, and enforce what strategic alternative (i.e., who will 
be the champion for each strategic alternative), as well as who has the potential to 
impede its implementation (Mostashari and Sussman, 2009). These considerations 
will inform the parallel Step 11.

2.2.3.5.3.2  CLIOS Step 11: Design and Implement Plan for Institutional 
Sphere — Strategic alternatives developed earlier in Step 9 include needed changes 
to the structure of individual actors (e.g., organizations) and the relationships 
among them. In Step 11, we design a plan for implementation of these actor-based 
changes. Designing a plan for implementation requires a comprehensive under-
standing of the characteristics of the institutional sphere. We consider Step 11 to 
be a parallel activity to Step 10, with a plan for implementing actor-based changes 
explicitly being a central part of the overarching implementation plan (Mostashari 
and Sussman, 2009).

When creating a plan for how the institutional architecture can be modified 
along the lines drawn from the actor-based strategic alternatives of the chosen bun-
dle, due consideration should be given to the actors’ individual and collective goals. 
By studying actors on the institutional sphere to assess how each strategic alterna-
tive affects their interests, one can try to identify both the proponents and oppo-
nents of various strategic alternatives. This consideration is central to Step 11 by 
returning to the issue of mitigation or compensation; one can consider the building 
of coalitions that will overcome resistance created from the opponents (Mostashari 
and Sussman, 2009).

A well-crafted implementation plan for the institutional sphere notwithstand-
ing, institutional changes may work against the goals of some organizations and 
generate not only external conflict among organizations but also internal conflict 
as organizations attempt to adapt to new institutional interactions. While organi-
zations must “change internally as well as in their institutional interactions with 
other organizations,” it is also true that “organizations, by their very nature, change 
slowly” (Sussman, 2000), and we need to be realistic in our time frames for improv-
ing our CLIOS system when changes to the institutional sphere are among our 
strategic alternatives.

2.2.3.5.3.3  CLIOS  Step  12:  Evaluate,  Monitor,  and  Adapt  Strategic 
Alternatives — Finally, once bundles of strategic alternatives have been imple-
mented, the next step is to monitor and observe outcomes, both in the short and 
long run. In particular, one should be careful to identify any unanticipated “side 
effects” such as degradation in the performance of one subsystem due to strate-
gic alternatives targeted at improving a different subsystem. Indeed, creating the 
capability to monitor key aspects of the CLIOS system, its subsystems, and their 
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components can and should be included as part of the plan for implementation in 
Steps 10 and 11 (Mostashari and Sussman, 2009).

2.3	 Conclusion
In analyzing, designing, and managing complex large-scale sociotechnical systems, 
the tightly coupled and complex interactions between the institutional and techno-
logical systems are both a challenge and an opportunity. The concurrent consider-
ation of the physical domain and the institutional sphere in the CLIOS process is 
a fundamental shift from other systems analysis and design processes for complex 
sociotechnical systems and allows for an improved understanding of the interac-
tions between these two critical aspects of the problem. Thus it, allows for crafting 
interconnected and potentially synergetic technological and institutional strategies 
that would otherwise not be possible. The CLIOS process also allows for the design 
of flexible and robust strategic alternatives for systems design and management, 
taking into account the key uncertainties that the system faces throughout its life 
cycle. Additionally, the visual systems representation of CLIOS systems allows the 
engagement of a wide range of stakeholders in the pertinent analysis and decision-
making processes.
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As one of the most important media, Internet provides various communication 
platforms for information propagation. Especially on a blog site, BBS (Bulletin 
Board System), and a forum, users can post and spread their ideas and thoughts 
through an online social network, which composes of groups of users with particu-
lar patterns of communication between them [1]. Analyzing and predicting the 
dynamic characteristics of information propagation is obviously helpful in design-
ing propaganda strategy and testing the performance of an advertisement, min-
ing some latent business opportunities for corporations, and recommending the 
content of growing hot topics to improve users’ experiences for obtaining popular 
information for Social Networking Sites (SNS), etc.

This chapter is designed to introduce the related work on dynamic models and 
analyze results for information propagation in online social networks. First we give 
the description of the traditional epidemic model and rumor model and introduce 
recent works on modeling and predicting briefly the propagation scale of informa-
tion based on them. Second, we introduce the analysis of relationship among users 
and models of user behavior, such as reading and posting behavior. Finally, analysis 
of information flow pathway and models of innovation diffusion are introduced.

3.1	 	Models	of	Information	Propagation	Based	on	
the	Epidemic	Model	and	the	Rumor	Model

The traditional epidemic model is based on compartmental models, in which 
individuals in the population are divided into a set of different groups. Related 
theory has been used in planning, implementing, and evaluating various preven-
tion, therapy, and control programs. Based on the analogy between the spread 
of disease and the spread of information in networks, the rumor model has been 
investigated to describe the dynamics of the rumor propagation process. However, 
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it is different from disease spreading in that the rumor dynamics is driven by direct 
contacts between individuals of different classes. Prior research supports a valuable 
basis for modeling and analyzing the information propagation process in online 
social networks.

3.1.1 Epidemic Models
The study of epidemic models has attracted the attention of epidemiologists and 
grown exponentially since the middle of the 20th Century, so that a tremendous 
variety of models has now been formulated, mathematically analyzed, and applied 
[2–6]. Epidemic models have been used in planning, implementing, and evaluating 
various prevention, therapy, and control programs.

Here, we introduce a traditional model that describes disease spreading through 
a population by contacts between infected and healthy individuals: the susceptible	
infected	removed (SIR) model. Other models and generalizations can be found in 
References 3–7.

The theoretical approach to epidemic spreading is based on compartmental 
models, that is, models in which the individuals in the population are divided into 
a set of different groups [3, 4]. The SIR model describes diseases resulting in the 
immunization or death of infected individuals, and assumes that each individual 
can be in one of three possible states: susceptible (denoted by S), infected (I), or 
removed (R). Susceptible individuals are healthy persons who can catch the disease 
if exposed to infected individuals. Once an individual catches the infection, he or 
she moves into the infected (and infective) class, and then, after some time, into 
the removed class. The model is based on two parameters: the transmission rate λ, 
and the recovery rate μ. The following model is based on the homogeneous mix-
ing hypothesis, meaning that individuals with whom a susceptible individual has 
contact are chosen at random from the whole population.
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where s(t), ρ(t), and r(t) are, respectively, the density (i.e., the fraction) of suscep-
tible, infected, and removed individuals at time t, and k  is the number of contacts 
per unit time that is supposed to be constant for the whole population.

More recently, starting with the works by Pastor–Satorras and Vespignani 
[8], there has been a burst of activity on understanding the effects of complex 
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network topology on the rate and patterns of disease spread. They [8] ana-
lyzed real data from computer virus infections and defined a dynamical model 
for the spreading of infections on scale-free networks that could help in the 
understanding of other spreading phenomena on communication and social 
networks. Yamir Moreno et al. [9] exploited the mean-field-like rate equations 
describing the system and studied the susceptible–infected–removed epide-
miological model on assortative networks, providing numerical evidence of 
the absence of epidemic thresholds. J. G ómez-Gardenes et al. [10] studied an 
immunization strategy that could be used for designing and deploying a digital 
immune system.

3.1.2 Rumor Models
Based on the epidemic model, Daley and Kendal [11] proposed the basic rumor 
model (also called the DK model). The basic DK rumor model is defined as fol-
lows. Each of the N elements of the network can be in one of three possible states. 
Following the original terminology [12], these three classes correspond to ignorant 
(denoted by I), spreader (S), and stifler (R) nodes. Ignorants are those individu-
als who have not heard the rumor and hence are susceptible to being informed. 
Spreaders comprise active individuals who are spreading the rumor. Finally, stiflers 
are those who have heard the rumor but are no longer spreading it.

In the homogeneous mixing hypothesis, the DK model can be described in 
terms of the densities of ignorants, spreaders, and stiflers, that is, i(t), s(t), and r(t), 
respectively, as a function of time:
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where k  is the number of contacts per unit time that is supposed to be constant 
for the whole population; and when an ignorant meets a spreader, it turns itself into 
a new spreader at rate λ; spreaders become stiflers with probability α if they are in 
contact with another spreader or a stifler. The decay of spreading may be due to a 
process of “forgetting” or because spreaders learn that the rumor has lost its “news 
value.”

Recently, several investigators [13–16] have explored this model on top of com-
plex network topology. The heterogeneity of the connectivity distribution inherent 
to scale-free networks makes it necessary to take into account that nodes could not 
only be in three different states but they also belong to different connectivity classes 
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k. Denoting by ik(t), sk(t), and rk(t), respectively, the densities of ignorants, spread-
ers, and stiflers and then connectivity k, with ik(t)+	sk(t)+	rk(t) = 1, respectively, the 
rumor model can be formed as
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where P(k) is the connectivity distribution of the nodes, and Σk kk P k s t k' '  ' ( ') ( ) /  
is the probability that any given node points to a spreader. Furthermore, D.H. 
Zanette [13] found that the rumor model exhibits critical behavior at a finite ran-
domness of the underlying small-world network and studied the transition occur-
ring between regimes where the rumor “dies” in a small neighborhood of its origin. 
He [17] studied the dynamics of an epidemic-like model for the spread of a rumor 
on a small-world network and found that this model exhibits a transition between 
regimes of localization and propagation at a finite value of the network random-
ness. Zonghua Liu et al. [14] investigated infection dynamics by using a three-
state epidemiological model that does not involve the mechanism of self-recovery, 
and found that there is a substantial fraction of nodes that can never be infected, 
and heterogeneous networks are relatively more robust against spreads of infec-
tion as compared to homogeneous networks. Yamir Moreno et al. [15] studied the 
dynamics of the epidemic spreading processes aimed at spontaneous dissemination 
of information updates in populations with complex connectivity patterns, and 
analyzed the behavior of several global parameters, such as reliability, efficiency, 
and load. Yamir Moreno et al. [16] studied the spreading process in detail for ran-
dom scale-free networks, and the result shows that the model could be applied 
in replicated database maintenance, peer-to-peer communication networks, and 
social spreading phenomena.

3.2	 	User	Behaviors	in	the	Information	
Propagation	Process

User behaviors in the information propagation process in online social networks 
usually include posting a blog article or picture; reading, commenting on, and 
recommending other users’ posts, etc. These multiple user behaviors describe 
the details of how the information appears and spreads among online social 
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networks [43]. Besides, through modeling and analyzing user behaviors and 
relationship between users, we can discover the important users [27–30] who 
play key roles in the information propagation process, design an effective propa-
ganda strategy to maximize the spread of information through a social network 
[65, 68], mine some latent business opportunities for corporations [39], and an 
effective information-recommending mechanism to supply suitable information 
to each type of users [52, 63]. In this section, we focus on the recent research 
progress on the analysis and models of user behaviors in the information propa-
gation process.

3.2.1 Relationship between Users
As one of the most significant characteristics of online social networks, the rela-
tionships between users mainly include blogroll link [18, 19, 22, 25], information 
interaction [20, 23, 24], and the connection between social networks and outside 
information networks [21, 23], etc. To analyze the information propagation pro-
cess, we should understand the relationship between users and find out how the 
relationship influences the process.

Blogroll links are usually located in the blog’s sidebar and point to other blogs that 
the author may read or that may simply be the author’s friends’ blog. Blogroll links are 
the most simple and common relationship between users. Prior works have investi-
gated the quantitative features of blogroll links, such as overlap, distance, reciprocity, 
in-degree and out-degree, density and centralization, community structure, etc.

3.2.1.1 Overlap

Overlap is defined as the intersection between the sets of nodes that are reachable 
from each starting point. Considering all the paths having three hops for blog a, 
blog b, and blog c, and four hops for blog d, then classifying all the nodes reached 
into sets that were reached by a, b, c, or d individually, or in any combination, the 
members of these sets were classified as A-list [19] or not and counted. A chi-square 
test for independence was conducted. The test is significant (chi-sq = 194.2, 3 df, 
p  < .0001), suggesting a strong association between a blog’s membership in the 
A-list and how reachable it is from the four starting blogs. The largest deviance 
(177.2) came from A-list nodes reachable from all four starting points, suggesting 
that A-list blogs tend to be reachable from any starting point, whereas the same is 
not true for non-A-list blogs. This result indicates that A-list blogs are more central 
in the network than other blogs.

3.2.1.2 Distance

Distance is defined as the shortest paths between users. Mislove Alan et al. [25] 
analyzed the data of four online social networks (Flickr, LiveJournal, Orkut, and 
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Youtube). Table 3.1 shows the average path lengths, diameters, and radius for the 
four social networks. In absolute terms, the path lengths and diameters for all four are 
remarkably short. Interestingly, despite being comparable in size to the Web graph 
we considered, the social networks have significantly shorter average path lengths 
and diameters. This property may again result from the high degree of reciprocity 
within them. Incidentally, Broder et al. [26] noted that if the Web were treated as an 
undirected graph, the average path length would drop from 16.12 to 7.

3.2.1.3 Reciprocity

Ali-Hasan and Adamic [19] analyzed the reciprocity of three types of link (blogroll 
links, citation links, and comment links) based on the data of three blog commu-
nities (Kuwait, UAE, DFW), and the results in Table 3.2 show a high degree of 
reciprocity in all three communities, but the level varied by the type of link. In all 
three communities, a greater fraction of blogroll links are reciprocated than post 
citations, possibly because blogroll links are more numerous in our data set, and 
bloggers sometimes reciprocate blogroll links merely as a courtesy. Furthermore, 
reciprocal blogroll links indicate possibly only a mutual awareness, whereas recip-
rocal post citations imply a greater level of interaction, both blogs actively discuss-
ing or linking to one another in their posts rather than one blog simply finding 

Table 3.1	 Average	Path	Length,	Radius,	and	Diameter	of	the	
Studied	Networks

Network Avg. Path Length Radius Diameter

Web 16.12 475 905

Flickr 5.67 13 27

LiveJournal 5.88 12 20

Orkut 4.25 6 9

Youtube 5.10 13 21

Table 3.2	 Percentage	of	Links	That	Are	
Reciprocated

Kuwait UAE DFW

Post	citations 19% 16% 26%

Blogroll	links 32% 43% 27%

Comments 43% N/A N/A
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another’s post interesting enough to cite. Finally, it is interesting to observe that, 
for the Kuwait blogs, it is the comments that are most often reciprocated, making 
commenting the most conversational and mutual activity in that community.

3.2.1.4 In-Degree and Out-Degree

To measure the in- and out-linkage of the blogs, Herring et al. [18] excluded blogs 
that were at the ends of the paths in the sample, and that had not occurred elsewhere 
in the sample, as their out-degree is unknown. Log-linear regressions of in-degree 
against out-degree show out-degree to be a significant predictor of in-degree, but less 
strongly so for A-list blogs than non-A-list ones. The slope of the regression line is 
steeper for the non-A-list blogs (0.446 log in-degrees per log out-degree), explaining 
35.8% of the variance, while that for the A-list is flatter (0.179 log in-degrees per log 
out-degree), explaining 27.3% of the variance. Hence, linking to other blogs on one’s 
blog is likely to earn more links pointing back, but more so among non-A-list blogs 
that have a lower in-degree to begin with than among the A-list blogs.

The investigating of overlap, distance, reciprocity, in-degree, and out-degree 
in online social networks has been introduced. Further, Ali-Hasan and Adamic 
[19] investigated the density and centralization, community structure, and online 
and offline relationships between users, Adar et al. [22] studied the link structure 
created by automated trackbacks in blog networks, and Mislove Alan et al. [25] 
measured and analyzed the correlation of in-degree and out-degree, link degree 
correlations, and densely connected core in online social networks.

Except for the obvious link relationship between users, some latent relation-
ships are also important, such as users having the same interest in some topic chat-
ting with each other via IM (instant messaging) tool or e-mail, which can be called 
information interaction relationship.

Shen et al. [20] studied the method of mining the latent friend from blog data. 
Latent friends are defined as people who share similar topic distribution in their 
blogs. The method is two-level similarity based, which is conducted in two stages. 
In the first stage, an existing topic hierarchy is exploited to build a topic distribu-
tion for a blogger. Then, in the second stage, a detailed similarity comparison is 
conducted for bloggers that are close in interest to each other that are discovered 
in the first stage.

Singla and Richardson [23] analyzed the IM social networks and the search 
engine data, and exploited the relation between who talks to whom on the IM 
network and what they search for. The investigation result shows that there exists 
a correlation between users’ chatting behaviors and the category of their searches, 
ages, locations, and genders (that is, users who talk to each other are more likely 
to be of opposite gender than would be expected). They also found that these cor-
relations strengthen with the total amount of time the two users spend talking. 
Interestingly, the correlation decreases with the amount of time spent per message; 
users who send very brief messages (perhaps indicating that they are closer friends 
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and thus need less formality in their communication) are more likely to be similar 
to each other. They also found that the more time a user spends per message, the 
more likely it is that he or she is talking to someone of the opposite gender.

As already introduced, Reference 23 investigated the relation between social 
networks and other outside information networks (that is, search engine in the 
reference). Some other investigators have also studied this situation. Bhagat et 
al. [21] used the blogs as a starting point to pull in data about other multiple 
information networks and studied how these multiple networks interact with 
each other. They exploited three types of cross-information networks, which are 
blog–blog (two different blog sites), blog–web, and blog–messaging networks. 
Some interesting results were concluded, such as bloggers using the same blog-
ging service cite each other significantly more than those using other services 
in the blog–blog situation, and the percentage of users that share any IM con-
tact decreases with their age. Adamic and Glance [24] analyzed the posts of 
40 “A-list” blogs over a period of 2 months preceding the U.S. Presidential 
Election of 2004 across multiple blog sites to study how often they referred 
to one another and to quantify the overlap in the topics they discussed, both 
within the liberal and conservative communities, and also across communities. 
The results show that liberals and conservatives link primarily within their 
separate communities, with far fewer crosslinks exchanged between them. 
An interesting pattern that emerged was that conservative bloggers were more 
likely to link to other blogs: primarily other conservative blogs, but also some 
liberal ones.

3.2.2 Analysis of User Behaviors
Throughout the information propagation process in online social networks, user 
behaviors [42] could be divided into two types: reading and posting. Reading behav-
ior means that users read the articles, pictures, or videos they are interested in. This 
type of behavior is the prior step of users’ posting behaviors, which are posting com-
ments and articles about what they have read. However, studying reading behaviors 
is quite difficult because most SNS did not support the data about who had read 
the article or picture. We find that just one research team has investigated it based 
on the SNS’s log data [31, 38]. The studying on posting behaviors is more popular. 
Investigators have analyzed the behavior based on the social network structure, 
users’ content interests, and time factors [32, 33, 36, 37, 44, 47]. Note that there is 
a significant relative research focus: mining the users’ interests [34, 35, 50], which is 
obviously helpful to analyzing and modeling posting and reading behaviors.

3.2.2.1 Reading Behavior

Furukawa et al. [31, 38] studied the various aspects of blog reading behavior by 
analyzed user log data obtained from Doblog (a Japanese weblog hosting service), 
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and found a regular reading relation (RR relation) between social relations and 
readership relations. They defined the weblog regular reading relation as follows:

Regular Reading (RR): Blogger A has an RR relation with blog B if blogger A 
reads blog B more frequently than every m times the blogger logs in.

The experiment results show that if m = 5, half of the blogs that are read more 
than three times. Moreover, they use five attributes to predict the creating and 
holding of reading links between two weblogs (x and y) based on a machine-learn-
ing approach:

 ◾ Adamic/Adar: ∑ ∈z x y zΓ Γ Γ( ) ( ) / log | ( ) |∩ 1
 ◾ Gragh distance: Length of shortest path between x and y
 ◾ Common neighbors: | ( ) ( ) |Γ Γx y∩
 ◾ Jaccard’s coefficient: | ( ) ( ) | / | ( ) ( ) |Γ Γ Γ Γx y x y∩ ∪
 ◾ Preferential attachment: ⎮Γ(x)⎮⋅⎮Γ(y)⎮

where Γ(x) is the set of neighbors of x in the network. These attributes are built 
based on four social networks: citation, blogroll, comment, and trackback net-
works. The detail description and testing of these attributes are given in References 
45 and 46.

3.2.2.2  Predicting the Posting Behavior Using 
a Dynamic Probability Model

This is different from the read behaviors in that the user writing about something 
will be influenced by more factors. Generally, the users’ posting behavior is influ-
enced by their interests [37], social network link [44], group behavior [47], time 
factor, outside news source, etc. Some of these factors are difficult to obtain and 
analyze. For instance, we cannot understand the newspapers, news site pages, or 
other news source that one user would read, unless we can track the user’s life. 
However, investigators have analyzed and modeled posting behavior by factors that 
can be obtained from some open data sources.

Zhou et al. [47] studied the factors that influence the user’s posting—behav-
ior—whether one user will post something about one specific topic or not and pro-
posed a dynamic probability model that could predict the tendency of the user’s 
posting behavior in the online social network. In the topic discussion process, 
a user’s posting behavior would be mostly affected by three factors: individual 
interest, group behavior, and time lapse. The relative hypotheses are proposed as 
follows:

Hypothesis.1: Individual interest factor. Assuming that the more times one 
user attends the discussion on topic T at present and has attended in the 
past, the more probably it is that he or she will attend the discussion the 
next time.
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Hypothesis.2: Group behavior factor. Assuming that the larger the number of 
users who attend the discussion on the topic at present and have attended in 
the past, T increases, the more probable that they will attend the discussion 
the next time.

Hypothesis.3: Time lapse factor. Assuming that the longer the interval between 
the present and peak time, the less probable that users will attend the discus-
sion the next time.

Based on Hypothesis 1, the behavior tendency function f(x) is given for user a at 
time n (1 <	n<	N), from which the tendency probability of the user’s posting behav-
ior can be calculated as follows:
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where xn is the behavior state of user a regarding posting on a topic at time	n. When 
xn is 1, the value of the function is in direct proportion to the probability of user a 
attending the discussion at time n, and contrarily when xn is 0. Ki is a parameter to 
be estimated, e is the base of the Napierian logarithm, and s is the available duration 
of the individual interest factor, which means user behavior at time n only associ-
ates with the behavior from time n	−	s to time n	− 1 and can be evaluated by experi-
ence. The more frequently xn-i equals xn, the larger the value of the function. That 
is, the more frequently the predicted behavior of user a at time n is the same as the 
previous behavior, the larger the probability of the predicted behavior happening, 
and contrarily, the lesser the probability.

Based on Hypothesis 2, the behavior tendency function	h(x) is given for user a 
at time n (1 <	n	<	N), from which the probability of the group behavior trend of 
can be calculated.
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where ••G(n	–	j)••is the total number of users who attend the discussion at time 
n	− j, and r is the changing ratio of the number of users that is calculated by divid-
ing the total number of users who are involved from time n	−	j to n	−	j	−	2 with the 
total number of users from time n	−	j	−	1	to n	−	j	−	3. If the total number decreases 
in the duration, r is less than 1. s’ is the available duration of group behavior factor, 
which means the user behavior at time n only associates with the group behavior 
from time n	−	s’ to time n	− 1, and can be evaluated by experience. Lj is a parameter 
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to be estimated. e is the base of the Napierian logarithms. xn is the predicting behav-
ior state of user a at time n; if xn	is equal to 1, then (2xn−	1) is 1, so the more the 
frequencies in which r is larger than 1, the larger the value of the behavior tendency 
function, which shows that the more the total number of users who discuss the 
topic, the larger the probability of one user attending the discussion, and contrarily, 
the lesser the probability.

Based on Hypothesis 3, the behavior tendency function	g(x) is given for user 
a at time n (1 <	n	<	N), from which the probability of behavior trend by the time 
lapse factor can be calculated.
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where n is the time point to be predicted, tp is the peak time when the number of 
participators is the largest from initial time to time n, λ is the lapse exponential 
coefficient (usually is 0.5−1) to be evaluated by experience, and xn is the predicting 
behavior state of user a at time n. In formula 3.9, if xn is equal to 1, then the value 
of the function is larger than 1, and the larger n is, the less the value of the behavior 
tendency function will be. This demonstrates that the longer the interval from peak 
time to predicting time, the less the probability of user behavior in attending the 
discussion; if xn is equal to 0, the value of the behavior tendency function is 1.

Considering all the three hypothesis factors, the behavior tendency function	
χ(x) is given for user a at predicting time n.
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where P(xn) is the probability of the tendency to attend the discussion or not. P(xn) 
has positive correlation with χ(x).

All of the q user behavior in the universal set A can be expressed as

 a x a x a xa a q aq1 1 2 2: , : ,..., :� � �  (3.9)

They have estimated the parameters in formula 8 by the Maximum Likelihood 
Estimate (MLE) method. The results are as follows:
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According to formulas 11 and 12, the parameters in formula 8 can be estimated by 
sample data, and the value of the behavior tendency function χ(X ) can be calcu-
lated by setting xn as 1 and 0. If	xn is 1, χ(X ) has positive correlation with P(xn	=	1); 
if xn is 0, χ(X ) has positive correlation with P(xn	=	0). After normalizing χ(X ), the 
values of P(xn	=	1) and P(xn	=	0) are obtained.

Figure 3.1 shows the comparison between real data and the predicting results 
about two topics; and x axis is time whose unit is day, y axis is the number of par-
ticipators whose unit is user; blue line with diamond figure corresponds to the real 
data, while black line with cross figure corresponds to the predicting result. The 
values of s, s’ and λ	are 7, 3 and 0.5 respectively; and the other parameters are cal-
culated by MLE which has been mentioned in formula 11 and 12.
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Figure	3.1	 Comparison	between	real	data	and	the	predicted	results.
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3.2.2.3  Predicting the Posting Behavior Based 
on a Machine-Learning Approach

Besides the foregoing, Chen et al. [37] also built a social network and profile-based 
blogging-behavior model to predict the posting behavior. Based on social-network 
and profile-based blogging behavior features < >

� � � �
T T j C j S jz p z p z z, ( ) , ( ) , ( )  for blog-

ger j, they trained the social network and profile-based blogging-behavior model 
and predicted future blogging behaviors of blogger j by using regression techniques. 
The details of the features are described in the following text.

Topic	distribution	vector
�
Tz : For each time window z, the content of the blog 

entries is represented as a topic distribution vector 
�
T t t t tz n z= < >1 2 3, , ,...,  that 

represents the distributions of blog entries with respect to the list of topics, 
where n is the number of topics, and ti represents the weight of the i-th topic 
within time window z. The i-th component of a topic distribution vector can be 
calculated as the total number of blog entries belonging to i-th topic divided by 
the total number of blog entries in time window z.

Personal	topic	distribution	vector	 ( ( ) )
�
T jp z : For the profile-based topic distribu-

tion, Chen et al. have proposed to add the personal topic distribution vector T jp z

���
( )  

to the general blogging-behavior features, 
�
T j t t t tp z j j j nj z( ) , , ,...,= < >1 2 3 , where t1j 

represents the distribution of topic 1 for blogger j within time window z. Here 
the weight of t1j is calculated as the percentage of blog entries posted by blogger 
j belonging to topic 1 (denoted as |	t1j |) against the total number of blog entries 
posted by blogger j (denoted as |tj|) in the time window z.
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Figure	3.1	 (Continued)	Comparison	between	real	data	and	the	predicted	results.
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Comment	distribution	vector
�
C jp z( ) : This vector can be represented as 

�
C j c c c cp z j j j nj z( ) , , ,..., ,= < >1 2 3

 �
C j c c c cp z j j j nj z( ) , , ,..., ,= < >1 2 3  where c1j represents the distribution of comment 
on topic 1 for blogger j within time window z. Here the weight of c1j is calculated as 
the percentage of comments belonging to topic 1 (denoted as |c1j |) posted by blog-
ger j against the total number of comments posted by blogger j (denoted as |cj|) in 
the time window z.

Social	network	vector ( ( ) )
�
S j z : The social network features of blogger j in time 

window z are represented as a vector S j s s s sz j j j nj z

�
( ) , , ,...,= < >1 2 3  in
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where m is the total number of social neighbors of blogger j in the network, Cj→x 
represents the number of comments written by blogger j to blog entries posted by 
blogger x in a certain time window, and TCj represents the total number of com-
ments written by blogger j in the same time window.

Based on the social-network and profile-based blogging behavior features 
< >

� � � �
T T j C j S jz p z p z z, ( ) , ( ) , ( )  for blogger j, we can train the social-network and 

profile-based blogging-behavior model and predict the future blogging behaviors of 
blogger j by using regression techniques. We take the previous k combined vectors 
< >

� � � �
T T j C j S jz p z p z z, ( ) , ( ) , ( )  from the (z	- k	+ 1)-th time window to the i-th time 

window as the input vectors, and the combined vector < >
� � � �
T T j C j S jz p z p z z, ( ) , ( ) , ( )  

in the (z	+ 1)-th time window as the target vector to train the model. Then, by using 
the trained regression model, the future blogging behavior of blogger j can be pre-
dicted based on the historical general blogging behavior, the blogger’s own histori-
cal blogging behavior, and his or her neighbors’ historical blogging behavior.

3.2.2.4  Modeling the Posting Behavior Based 
on the Cascade Model

In the traditional research on modeling, the spread of an idea or innovation 
throughout a social network G can be represented as a direct graph. There are two 
basic models: the independent cascade model [48] and the linear threshold model 
[49]. In the innovation-spreading process, one user’s states can be divided into 
active (an adopter of the innovation) or inactive. Therefore, the aim of modeling 
the innovation-spreading process can be transferred to predicting the user node’s 
tendency to become active, which increases monotonically as more of its neighbors 
become active. Thus, the process will look roughly as follows from the perspective 
of an initially inactive node u: as time unfolds, more and more of u’s neighbors 
become active; at some point, this may cause u to become active, and u’s decision 
may in turn trigger further decisions by nodes to which u is connected.
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Independent	Cascade	Model: Whenever a social contact ν ∈ Γ(u) (Γ(u) is the 
set of the neighbors of node u) of a node u adopts an innovation, it does so with a 
probability Pv,u. The process of the independent cascade model can be described as 
follows. Starting with an initial set of active nodes A0, the process unfolds in dis-
crete steps according to the following randomized rule. When node v first becomes 
active in step t, it is given a single chance to activate each currently inactive neigh-
bor u; it succeeds with a probability Pv,u (a parameter of the system) independently 
of the history thus far. (If u has multiple newly activated neighbors, their attempts 
are sequenced in an arbitrary order.) If v succeeds, then u will become active in 
step t + 1; but whether or not v succeeds, it cannot make any further attempts to 
activate u in subsequent rounds. Again, the process runs until no more activation 
is possible.

Linear	 Threshold	 Model: Each node u in the network chooses a threshold 
θu ∈ [0,1], typically drawn from a probability distribution. Every neighbor v of u 
has a nonnegative connection weight wu,v so that Σ Γv u u vw∈ ≤( ) , ,1  and u adopts a 
threshold if and only if Σ Γadopters v u u v uw∈ ≥( ) , θ . Given a random choice of thresholds 
and an initial set of active nodes A0 (with all other nodes inactive), the diffusion 
process unfolds deterministically in discrete steps: in step t, all nodes that were 
active in step t − 1 remain active, and we activate any node u for which the total 
weight of its active neighbors is at least θu.

Based on the independent cascade model, Gruhl et al. [44] proposed a model 
to predict the tendency of users’ posting behaviors in a blogosphere, on an 
assumption that users do not write multiple postings on the topic. Given a set of 
N nodes, at the initial state of each episode a possibly empty set of nodes has writ-
ten about the topic. At each successive state, a possibly empty set of authors write 
about the topic. The process will end when no new articles appear for a number 
of time steps.

Under the independent cascade model, users are connected by a directed graph 
where each edge (v,w) is labeled with a copy probability kv,w. When author v writes 
an article at time t, each node w that has an arc from v to w writes an article about 
the topic at time t + 1 with probability kv,w. This influence is independent of the 
history of whether any other neighbors of w have written on the topic.

Note that a user may visit certain blogs frequently and other blogs infrequently. 
Therefore, an additional edge parameter ru,v is added to denote the probability that 
u reads v’s blog on any given day. Formally, propagation in the model occurs as fol-
lows. If a topic exists at vertex v on a given day, then the model computes the prob-
ability that the topic will propagate from v to a neighboring vertex u, which occurs 
as follows. Node u reads the topic from node v on any given day with reading prob-
ability ru,v, so a delay is chosen from an exponential distribution with parameter 
ru,v. Then, with probability ku,v, the author of u will choose to write about it. If u 
reads the topic and chooses not to copy it, then u will never copy that topic from 
v; there is only a single opportunity for a topic to propagate along any given edge. 
Alternatively, one may imagine that once v is infected, node u will become infected 
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with probability ku,vru,v on any given day, but once the ru,v coin comes up heads, no 
further trials are made.

Thus, given the transmission graph (and, in particular, each edge’s reading fre-
quency r and copy probability k), the distribution of propagation patterns is now 
fully established. Given a community and a timeout interval, the goal is therefore 
to learn the arcs and associated probabilities from a set of episodes. Using these 
probabilities, given the initial fragment of a new episode, it is able to predict the 
propagation pattern of the episode.

In the following text, a closed-world assumption is made that all occurrences 
of a topic except the first are the result of communication via edges in the network. 
A topic in the following is a URL, phrase, name, or any other representation of a 
meme that can be tracked from page to page. All blog entries can be gathered that 
contain a particular topic into a list [( , ),( , ),...,( , )]u t u t u tk k1 1 2 2  sorted by the publi-
cation date of the blog, where ui is the universal identifier for blog user i, and	ti is the 
first time at which user ui contained a reference to the topic. This list can be referred 
to as the traversal	sequence for the topic. The following observation is critically used: 
the fact that user a appears in a traversal sequence, and user b does not appear later 
in the same sequence, gives us evidence about the (a, b) edge—that is, if b were a 
regular reader of a’s blog with a reasonable copy probability, then sometimes memes 
discussed by a should appear in b’s blog.

An EM-like algorithm is presented to induce the parameters of the transmis-
sion graph [51], in which the model first computes a “soft assignment” of each new 
infection to the edges that may have caused it, and then updates the edge param-
eters to increase the likelihood of the assigned infections. Take an initial guess at 
the value of r and k for each edge and improve the estimate of these values. A two-
stage process is adopted:

Soft-Assignment	 Step: Using the current version of the transmission graph, 
compute for each topic and each pair (u, v) the probability that the topic traversed 
the (u, v) edge. Given the traversal sequence and the delay between u and v for a 
particular topic j	as input, for each v in the sequence, consider all previous vertices 
u in the sequence and compute the probability Pu,v that topic j would have been 
copied from u to v. Then normalize by the sum of these probabilities to compute 
the posteriors of the probability that each node u was v’s source of inspiration. 
That is, setting r	= ru,v, k	=	ku,v, and δ is to be the delay in days between u and v in 
topic j:

 P r r k

r r k
u v

w v w v w v

w v

w v
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1
1
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δ  (3.14)

Parameter-Update	Step: For fixed u and v, recompute ru,v and ku,v based on the pos-
terior probabilities just computed. Perform the following operation for each fixed u 
and v. Let S1 denote the set of topics j such that topic j appeared first at node u and 
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subsequently at node v, and let S2 denote the set of topics j such that u was infected 
with topic j but v was never infected with the topic. For each topic j ∈ S1, require as 
input the pair (pj, δj), where pj is the posterior probability computed earlier, and δj is 
the delay in days between the appearance of the topic in u and in v. For every topic 
j ∈ S2, require as input the value δj, where δj days elapsed between the appearance 
of topic j at node u and the end of the snapshot. Then estimate an updated version 
of r and k as follows:
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where P a b a ar
b[ ] ( )( ( ) )≤ = − − −1 1 1  is the probability that a geometric distribution 

with parameter a has value ≤ b.
Now take an improved guess at the transmission graph, so return to the soft-

assignment step and recompute the posteriors, iterating until convergence. In the 
first step, use the model of the graph to guess how data traveled; in the second, use 
the guess about how data traveled to improve the model of the graph.

Some investigators have improved the work we have just described. Leskovec 
et al. [32] find that the popularity of posts drops with a power law, and the size 
distribution of cascades follows a perfect Zipfian distribution; based on these, 
they present a simple model that mimics the spread of information on the blo-
gosphere and produces information cascades very similar to those in real life. 
Kleinberg [33] considers a collection of probabilistic and game-theoretic mod-
els for information cascades through the network and investigates the cascading 
behavior in a number of online settings, including word-of-mouth effects in the 
success of new products and the influence of social networks in the growth of 
online communities.

3.2.2.5 Analysis of Users’ Interests
As described in the initial part of section 2.2 in chapter 2, mining users’ interests 
can be the basis of analysis and modeling of their reading and posting behavior, 
and supply more inspiration for this work. Generally, mining users’ interests is to 
discover which type of topics can raise one user’s interest, or how to display the 
information that may attract more users.

Teng and Chen [34] proposed a method to detect bloggers’ interest from three 
kinds of important features (textual features, temporal features, and interactive fea-
tures) contained in blogs. The analysis of textual features comprises three aspects. 
First, examine the interest words relative to the all words used in a weblog. Then 
observe the number of interest documents relative to the overall entries in a weblog. 
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Last, identify the particular weight change of interest words caused by the used 
patterns of bloggers.

Interest words are defined as words related to a blogger’s interest. For example, 
if a blogger’s interest is computer, the interest words are “computer,” “hardware,” 
etc. To compare the differences between interest words, use the interest word ratio 
as an indicator. Interest word ratio is defined as the ratio of the number of interest 
words to the number of words in all weblogs. Similarly, an interest post is defined 
by the weblog entry related to a blogger’s interest, and interest post ratio indicates 
the percentage of the number of interest posts to all posts. Tf-idf is adopted as the 
term-weighting scheme. The weight change, that is, the change of term weight, or 
the ratio of the new term weight to the average term weight, is an indicator of the 
interest words used by interested bloggers compared to the average bloggers.

Observing the relationship between the interest word (post) and time based on 
real data, two phenomena were found: (1) interested bloggers post interest posts/
words more frequently than uninterested bloggers, and (2) the frequency of interest 
posts/words posted by interested bloggers does not change significantly with time. 
That is, the result implies that interested bloggers post more regularly than unin-
terested bloggers. Two metrics are used to measure these two phenomena: average 
time period between two interest posts (formula 3.16), and variance of the time 
period between two interest posts.

 Period per post
Period between post

Number of pos
=
∑

tt
 (3.16)

Interactive features represent the degree of interactivity at which a blogger acts in 
the blogosphere. Interactive features consist of response time (formula 3.17), length 
of the comments, and the frequency of interest-related comments. The higher the 
degree of interactivity, the higher the probability that the blogger may have this 
interest.

 Response time comment time post time= −  (3.17)

A machine-learning approach can be applied to detect users’ interests using these 
three features.

Besides detecting users’ interests, let us also investigate the influence factors 
of users’ interests and proposed models to predict the tendency of users’ inter-
ests. Santos-Neto et al. [40] analyzed whether usage patterns can be harnessed 
to improve navigability in a growing knowledge space. The author studied col-
laborative tagging social networks with CiteULike and Bibsonomy, including 
presenting a formal definition of tagging communities, characterizing tagging 
activity distribution among users, and investigating the structure of users’ shared 
interests. From this they could define the interest-sharing graph and investigate 
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several definitions of interest similarity, with which users’ activities could be pre-
dicted. Cheng et al. [35] proposed a bloggers’ interests modeling approach based 
on the forgetting mechanism. Short-Term Interest Models (STIM) and Long-
Term Interest Models (LTIM) are constructed to describe bloggers’ short-term 
and long-term interests. Experiments show that both models can identify blog-
gers’ preferences well.

3.3	 Models	and	Analysis	of	Information	Flow
In this section we introduce prior research on models and analysis of information 
flow in online social networks, including analysis of the information flow pathway 
[53, 55, 57] and models of innovation diffusion [54, 56, 58–62, 64]. It is different 
from the research on user behaviors in that this research focuses on the dynamic 
propagation process on a larger scale.

3.3.1  Discovering and Analyzing the 
Information Flow Pathway

In blogspace, each information flow pathway indicates a sequence of blog users who 
post articles related to the same topic sequentially. The pathway can identify the 
users who discussed the same topic and the sequence of these users.

Based on a closed-world assumption (that in a given blog community all posts 
on a topic except the first one are the result of communication within the com-
munity), Stewart et al. [53] defined the problem of discovering the information 
propagation pathway from blogspace as a frequent pattern mining problem. The 
following are a few necessary definitions:

Definition	1. [Blog community] A blog community collected in a given time 
period [ , ]t ts e  is a set of n blog Ω = { , ,..., }b b bn1 2 . Each blog b p p pm= ( , ,..., )1 2  con-
tains a set of published posts, where each post is associated with a publishing time 
point, T pi( )  such that t T p ts i eʺ ʺ( ) .

Definition	 2. [Topic blog sequence] Given a particular topic c, a topic blog 
sequence Q c b t b t b tk k( ) ( , ),( , ),...( , )= < >1 1 2 2  is a list of blog-time pairs such that 
each blog bi publishes a post on the topic c at time ti. Moreover, ∀ ∈ ≤ +i i ik t t[ , ),1 1.

Definition	 3. [Blog sequence database] Given a blog community collected 
in time period [ , ]t ts e , which contains a set of blogs Ω = { , ,..., }b b bn1 2  and a set 
of posts on k topics Γ = { , ,..., }c c ck1 2 , it can be modeled as a blog sequence data-
base D in the form of ( , ( ))i Q ci , where i i k( )1 ʺ ʺ  is the identity of a topic  and 
Q c b t b t b ti m m( ) ( , ),( , ),...( , )= < >1 1 2 2  (ci ∈ Γ, bi	∈ Ω, ts	≤ ti	≤ te		) is a topic blog sequence.

Definition	4. [Support] Given a blog sequence database D and a blog sequence 
S, the support of S with respect to D, denoted as SuppD, is the fraction of the topic 
blog sequences in D that support S.
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where |D| is the total number of topic blog sequences in the database. The support 
measure takes on values from 0 through 1. The more the topic blog sequences sup-
porting a blog sequence, the higher the support value of the blog sequence.

Definition	5. [Strength] Given a blog sequence database D, a latency threshold 
δ, and a blog sequence S b b bm= { , ,..., }1 2 , the strength of the sequence, denoted as 
StregD,δ(S), is

 
Streg S

Q Lat M Q S S Q Q D
Q S QD , ( ) { | ( ( , )) , , }
{ |δ

δ
=

≤ ⊆ ∈
⊆ ,, }Q D∈  

(3.19)

That is, the strength of a blog sequence is the fraction of supporting topic blog 
sequences that have the latency of their matched topic blog subsequences less than 
or equal to the given latency threshold.

Given a blog sequence database, we are interested in blog sequences that are 
not only supported frequently by the database but also by topic blog sequences 
that propagate information quickly. Thus, we define an Information Diffusion Path 
(IDP) as a blog sequence satisfying constraints specified as follows.

Definition	6. [IDP] Given a blog sequence database D, a support threshold α, 
a latency threshold δ, and a strength threshold β, a blog sequence S is an IDP if (1) 
Supp SD ( ) ≥ α , and (2) Streg SD ( ) ≥ β .

For instance, given the support threshold α = 0.4, the latency threshold δ = 3 
and the strength threshold β = 0.6, the blog sequence S b b= < >1 2  is an IDP since 
Supp SD ( ) .= ≥0 6 α and Streg SD ( ) .= ≥0 67 β.

Then, the problem of information diffusion path mining can be formally stated 
as follows. Given a blog sequence database D, a support threshold α, a latency 
threshold δ, and a strength threshold β, the problem of information diffusion path 
mining is to discover the set { | ( ) & ( ) },S Supp S Streg SD D≥ ≥α βδ .

Furthermore, Kossinets et al. [57] analyzed the temporal dynamics of the infor-
mation flow pathway using online data, including e-mail communication among 
the faculty and staff of a large university over a 2-year period. The authors pro-
posed a framework for analyzing this kind of systemic communication as shown 
in Figure 3.2. In the figure, a complete communication history for a group of five 
people over three days is shown. (Edges are annotated with the one or more times 
at which directed communication took place.) Based on a long period data, the 
latency, speed, and frequency of communication can be analyzed using this frame-
work. Although this framework is constructed for e-mail communication, it can be 
also used to analyze the information propagation pathway for IM social network 
and blogosphere. While analyzing the information flow pathway in blogosphere is 
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more complicated, we need to consider different types of communications, includ-
ing commenting, posting, and citing.

3.3.2 Models of Innovation Diffusion
Investigators have proposed a few models to describe the information flow in social 
networks, although it is quite difficult to solve this problem because the flow is 
derived by humans’ psychology and can be affected by multiple complex factors. 
Some investigators [54, 56, 58–62, 64] formalize the information propagation as 
diffusion of innovation, that is, an innovation is communicated through certain 
channels over time among the members of a population, and the perceived novelty 
of the innovation by an individual determines his or her reaction to it. A typical 
example of this type of information propagation is word-of-mouth communica-
tion [48], and other related works have been applied to improve the performance 
of virtual marketing [58], such as designing the strategy to maximize the spread 
of product information through a social network [68]. Modeling the diffusion of 
innovation ignores the particular information communication pattern and classi-
fies adopters of innovations into five categories based on the fact that certain indi-
viduals are inevitably more open to adoption than others in a population. The five 
adopter categories—innovators, early adopters, early majority, late majority, and 
laggards—follow a standard deviation curve. The aim of modeling the diffusion of 
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Figure	3.2	 Systemic	communications	in	faculty/staff's	email	systems.	[57]
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innovation can be simply described as two problems: When will one user receive 
the innovation? What’s the probability that the user will adopt the innovation?

To solve this problem, Song et al. [73] proposed a rate-based information flow 
model based on the foundation of Continuous-Time Markov Chain (CTMC). The 
model can identify where information should flow to, and who will most quickly 
receive the information.

The definition of CTMC is
Definition	1: A Continuous-Time Markov Chain is a continuous-time stochas-

tic process { ( ), }X t t ʺ 0  s.t. ∀ ≥s t, 0 , and ∀i j x h, , ( ).

 
P X t s j X t i X h x h h t
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A CTMC satisfies the Markov property and takes value from a discrete state space. 
Assume that the transition probabilities are independent from the initial time t, 
which means the chain is time homogeneous and denotes Pij(s) as the transition 
probability from i to j over s time period.

Definition	2: Define the transition rate matrix as
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as the probability per time unit that the CTMC makes a transition from state i to 
state j or the transition rate. Thus, the total transition rate out of state i is
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Definition	3: Define the time until the CTMC makes a transition and leaves 
state i, given that the CTMC is currently in state i, as the state-staying time of the 
chain in state	i, Ti.

 T t X i X ii t= ≠ =inf{ : | }0  (3.24)
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where inf denotes the inferior limit. Ti is exponentially distributed with rate qi. 
When the stochastic process leaves state i, it will next enter state j with probability 
Pij, which is independent of the time spent at state	i and satisfies
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Also we have

 P
q
q

i jij
ij

i
= ≠( )  (3.26)

In this subsection, we propose a rate-based information flow model on a network 
G(n,w,τ) based on the CTMC, in which each node is a state, the weight is repre-
sented as the transition probability, and the delay is represented as the staying time 
in each state. Figure 3.3 illustrates an example of our model. We assume that the 
information stays in a node i for a certain time period Ti before making a transition 
to others. Then the information flows to other nodes j, k, and l according to transi-
tion probabilities Pij, Pik, and Pil.

3.3.2.1 Out-State Rate Estimation

Assume that the staying time at node i follows an exponential distribution with the 
out-state rate qi. According to the property of the exponential distribution, the expected 
value of an exponentially distributed random variable Xi with rate qi is given by

 E X
q

Ti
i

i( ) = =
1

 (3.27)

Stay in State i
for Time Ti

i

j

k

l
Pil

Pik

Pij

Figure	3.3	 Rate-based	information	flow	model.
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3.3.2.2 Transition Probability

Estimate the transition probability based on the instances on the interstate transi-
tion and the time delay on each transition. Given the out-state rate, we estimate the 
transition probability from user i to user j as

 P q q tij i i ij c

c

= −∑ exp( )( )  (3.28)

where	t ij(c) is defined as the interstate diffusion time from node	i to node j on 
c instances.

According to Equation 28, we have

 q q P i jij i ij= ≠( ) (3.29)

which we define as the interpersonal diffusion rate from user i to user j. Thus, we 
have all the elements in the Q matrix ready for use.

3.3.2.3 Recommendation Algorithm

For the recommendation problem, given at time t	= 0, the user i adopts an item, 
and then the information starts to flow from this user to others in the network. We 
predict users’ preferences of information by estimating who will most likely adopt 
the item by time t = τ; in other words, information will flow to them. To predict 
users’ preferences by time t = τ, we estimate the probability that the information 
flows from user i to others as the probability that transition i	→ j ( j ≠	i) is enabled 
in [0, τ] as L ( j| i, τ), which is the (i,j)-th element in L(τ), with

 L P t dt( ) ( )τ
τ

= ∫0  (3.30)

where P(t) is the transition probability matrix with (i, j)-th entry Pij(t).
Formally, when the state space is finite, we can estimate the transition prob-

ability by solving
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where I is the identity matrix. The solution is
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If Q can be diagonalized by Q = MDM−1, then
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For large Q, the Taylor approximation can also be used:

 P t I Q t
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 (3.34)

3.3.2.4 Ranking Algorithm

Similarly, we assume that we are given the user adoption data as described in Section 
4.3. For the ranking problem, we pose the problem that, if an arbitrary user j( j	≠ i) 
adopts an item at t	= 0, when will be the average time in which user i adopts it? In 
CTMC, this question can be answered by the mean first-passage time.

Let	M be the first-passage time matrix of the CTMC with the (i,j)-th element as 
mij. The mean first passage time mij from i to j is defined as the expected time taken 
until first arrival at node j, starting at node i.

Let v be any constant such that v ≥ maxi(qi). Divide the off-diagonal compo-
nents of Q (qiPij (i≠j) ) by v and replace its diagonal components −qi by 1 − qi/v. We 
then have a uniformized chain (discrete time) whose transition matrix Pv can be 
related to.Q though v as follows:

 P I
v
Qv = +

1  (3.35)

Let Mλ denote the matrix of the first-passage time of the uniformized chain (dis-
crete time). The mean first-passage time matrix of DTMC is given by

 M I Z E Z Dv v v dg= − +( )( )  (3.36)

where I is the identity matrix, E is a matrix containing all ones, and D is the diago-
nal matrix with elements d iii = 1/ ( ),π  where π(i) is the steady-state distribution of 
node I in this DTMC, and Zv is its fundamental matrix, with

 Z I P Pv v v= − +( )∞ −1
 (3.37)
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(Zv)dg results from Zv by setting off-diagonal entries to zero, and Pv
∞ is the limiting 

matrix of Pv with each row of Pv
∞ as πT, or Pv

∞ = eπT, where e is a column vector 
with all ones. The matrix of the first-passage time of the original CTMC M is

 
M

v
M Mv of v dg= +

1 ( ) ( )Λ
 (3.38)

where Λ = −diag qi( ),1  (Mv)dg results from Mv by setting off-diagonal entries to zero, 
and (Mv)of results from Mv by setting diagonal entries to zero. Thus, the rank score 
for each user j is estimated as

 
R j
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mij

i j
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| |
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1
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As introduced in Section 2.2.4, the cascade model describes the probability of user 
behavior, whether a user adopts an innovation from his neighbors or not. This 
model can be also employed in predicting the diffusion of innovation. If we predict 
each user behavior at each time point, then we can predict the whole process of 
innovation propagation. Kimura and Saito [69] considered the problem of finding 
influential nodes for innovation propagation in a large-scale social network and 
proposed two natural special cases of the Independent Cascade Model (ICM) such 
that a good estimate of the expected number of nodes influenced by a given set of 
nodes can be efficiently computed. Saito et al. [70] focused on the independent 
cascade model and defined the likelihood for information diffusion episodes where 
an episode means a sequence of newly active nodes. Then Neal and Hinton [51] pre-
sented a method for predicting diffusion probabilities by using the EM algorithm.

Besides considering the linking relationship and previous behavior of the users, 
investigators also studied other influence factors of information propagation. 
Choudhury et al. [66, 67] developed a computational framework for predicting 
communication flow in social networks based on several contextual features. The 
authors determined the intent to communicate and communication delay between 
users based on three contextual features in a social network, corresponding to the 
neighborhood context, topic context, and recipient context. The intent to com-
municate and communication delay are modeled as regression problems, which are 
efficiently estimated using Support Vector Regression.

References
 1. J. Scott. 2000. Social	Network	Analysis:	A	Handbook. Sage Publications, London, 2nd ed.
 2. N.T.J. Bailey. The	Mathematical	Theory	of	Infectious	Diseases	and	Its	Applications, Hafner 

Press, New York, 1975.



66  ◾  Xiaohong Guan, Yadong Zhou, et al

© 2011 by Taylor & Francis Group, LLC

 3. R.M. Anderson., R.M. May. Infectious	Diseases	in	Humans, Oxford University Press, 
Oxford, England, 1992.

 4. J.D. Murray. Mathematical	 Biology:	 Spatial	 Models	 and	 Biomedical	 Applications, 
Published by Springer, New York, 2003.

 5. O. Diekmann, J. Heesterbeek. Mathematical	Epidemiology	of	Infectious	Diseases:	Model	
Building,	Analysis,	and	Interpretation, Wiley, New York, 2000.

 6. Herbert W. Hethcote. The mathematics of infectious diseases. SIAM	Review., Vol. 42, 
No. 4, pp: 599–653. 2000.

 7. H.J. Herrmann. Geometrical cluster growth models and kinetic gelation. Physics	
Reports, Volume 136, Issue 3, pp. 153–224, 1986.

 8. Romualdo Pastor-Satorras, Alessandro Vespignani. Epidemic spreading in scale-free 
networks. Physical	Review	Letters, Vol. 86, No. 14, April 2, 2001.

 9. Yamir Moreno, Javier B. Go´mez, Amalio F. Pacheco. Epidemic incidence in correlated 
complex networks. Physical	Review	E., 68, 035103(R), September 2003.

 10. J. G´omez-Gardenes, P. Echenique, Y. Moreno. Immunization of real complex com-
munication networks. The	European	Physical	Journal	B, 49, 259–264 (2006).

 11. D.J. Daley, D.G. Kendall. Epidemics and rumours, Nature, 204, 1118 (12 December 
1964).

 12. D.J. Daley, Joe Gani. Epidemic	Modelling, Cambridge University Press, Cambridge, 
England, 2001.

 13. Damián H. Zanette. Critical behavior of propagation on small-world networks. 
Physical	Review	E, 64, 050901 (2001).

 14. Zonghua Liu, Ying-Cheng Lai, and Nong Ye. Propagation and immunization of infec-
tion on general networks with both homogeneous and heterogeneous components. 
Physical	Review	E, 67, 031911 (2003).

 15. Yamir Moreno, Maziar Nekovee, Alessandro Vespignani. Efficiency and reliability of epi-
demic data dissemination in complex networks. Physical	Review	E, 69, 055101 (2004).

 16. Yamir Moreno, Maziar Nekovee, Amalio F. Pacheco.1. Dynamics of rumor spreading 
in complex networks. Physical	Review	E, 69, 066130 (2004).

 17. Damián H. Zanette. Dynamics of rumor propagation on small-world networks. 
Physical	Review	E, Vol. 65, 041908, March 28, 2002.

 18. S.C. Herring, I. Kouper, J.C. Paolillo et al. Conversations in the blogosphere: An 
analysis from the bottom up. Proceedings of the 38th Annual Hawaii International 
Conference on System Sciences, 2005.

 19. Noor F. Ali-Hasan, Lada A. Adamic. Expressing social relationships on the blog through 
links and comments. ICWSM’2007, Boulder, CO.

 20. Dou Shen, Jian-Tao Sun, Qiang Yang, Zheng Chen. Latent friend mining from blog 
data. Sixth International Conference on Data Mining (ICDM �06). pp. 552–561. 2006.

 21. Smriti Bhagat, Irina Rozenbaum, Graham Cormode et al. No blog is an island—ana-
lyzing connections across information networks. ICWSM’2007, Boulder, CO.

 22. E. Adar, L Zhang, L.A. Adamic, R.M. Lukose. Implicit structure and the dynamics of 
blogspace. Workshop on the Weblogging Ecosystem, WWW2004 (2004).

 23. Parag Singla, Matthew Richardson. Yes, there is a correlation—from social networks 
to personal behavior on the web. Proceeding of the 17th International Conference on 
World Wide Web (WWW’08, 2008), pp. 655–664.

 24. Lada Adamic, Natalie Glance. The political blogosphere and the 2004 U.S. election: 
divided they blog. Proceedings of the 3rd International Workshop on Link Discovery 
(LinkKDD �05, 2005), pp. 36–43.



Dynamic Models and Analysis for Information Propagation  ◾  67

© 2011 by Taylor & Francis Group, LLC

 25. Mislove Alan, Marcon Massimiliano, P. Gummadi Krishna et al. Measurement and anal-
ysis of online social networks. Internet Measurement Conference: Proceedings of the 7th 
ACM SIGCOMM Conference on Internet Measurement, 24–26 October, 2007.

 26. A. Broder, R. Kumar, F. Maghoul, P. Raghavan, S. Rajagopalan, R. Stata, A. Tomkins, 
J. Wiener. Graph structure in the Web: experiments and models. Proceedings of the 9th 
International World Wide Web Conference (WWW’00), Amsterdam, May 2000.

 27. S. Nakajima, J. Tatemura, Y. Hino et al. Discovering important bloggers based on 
analyzing blog threads. Proceedings of WWW 2005 2nd Annual Workshop on the 
Weblogging Ecosystem (2005).

 28. Nitin Agarwal, Huan Liu, Lei Tang, Philip S. Yu. Identifying the influential bloggers 
in a community. Proceedings of the International Conference on Web Search and Web 
Data Mining (WSDM’08, 2008), pp. 207–218.

 29. Xiaodan Song, Yun Chi, Koji Hino, Belle Tseng. Identifying the influentials in blo-
gosphere. Proceedings of the 16th ACM Conference on Information and Knowledge 
Management (CIKM ‘07, 2007), pp. 971–974.

 30. Habiba, Yintao Yu, Tanya Y. Berger-Wolf, Jared Saia. Finding Spread Blockers in 
Dynamic Networks. The 2nd SNA-KDD Workshop ’08 (SNA-KDD’08), August 24, 
2008, Las Vegas, Nevada.

 31. Tadanobu Furukawa, Yutaka Matsuo, Ikki Ohmukai et al. Analyzing reading behavior 
by blog mining. Proceedings of AAAI 2007, pp. 1353–1358.

 32. Jure Leskovec, Mary Mcglohon, Christos Faloutsos et al. Cascading behavior in large 
blog graphs. SIAM International Conference on Data Mining (SDM), 2007.

 33. Jon Kleinberg. Cascading Behavior in Networks: Algorithmic and Economic Issues. 
Chapter 24 of Algorithmic	 Game	 Theory, Cambridge University Press, Cambridge, 
England, 2007.

 34. Chun-Yuan Teng, Hsin-Hsi Chen. Detection of bloggers’ interests: using textual, tem-
poral, and interactive features. Proceedings of the 2006 IEEE/WIC/ACM International 
Conference on Web Intelligence (WI’062006), pp. 366–369.

 35. Y. Cheng, G. Qiu, J. Bu. Model bloggers’ interests based on forgetting mecha-
nism. Proceeding of the 17th International Conference on World Wide Web, 2008, 
pp. 1129–1130.

 36. A. Vazquez, Gama J. Oliveira, Z. Dezso et al. Modeling bursts and heavy tails in human 
dynamics. Physical	Reviews	E, Vol. 73 (2006).

 37. Bi Chen, Qiankun Zhao, Bingjun Sun et al. Predicting blogging behavior using temporal 
and social networks. Seventh IEEE International Conference on Data Mining (2007).

 38. Tadanobu Furukawa, Yutaka Matsuo, Ikki Ohmukai et al. Social networks and reading 
behavior in the blogosphere. Proceedings of ICWSM 2007, Boulder, Co. pp. 51–58.

 39. Daniel Gruhl, R. Guha, Ravi Kumar et al. The predictive power of online chatter. 
Proceeding of the 11th ACM SIGKDD International Conference on Knowledge 
Discovery in Data Mining (KDD ‘05, 2005), pp. 78–87.

 40. Elizeu Santos-Neto, Matei Ripeanu, Adriana Iamnitchi et al. Tracking user attention 
in collaborative tagging communities. Proceedings of the International ACM/IEEE 
Workshop on Contextualized Attention Metadata: Personalized Access to Digital 
Resources (June 7, 2007). Vancouver, BC, Canada

 41. Fernando Duarte, Bernardo Mattos, Azer Bestavros et al. Traffic Characteristics and 
Communication Patterns in Blogosphere. Boston University Technical Report. 2006.

 42. Tadanobu Furukawa, Tomofumi Matsuzawa, Masayuki Takeda. Users’ behavioral 
analysis on weblogs. American Association for Artificial Intelligence. 2006.



68  ◾  Xiaohong Guan, Yadong Zhou, et al

© 2011 by Taylor & Francis Group, LLC

 43. Munmun De Choudhury, Hari Sundaram, Ajita John et al. What makes conversa-
tions interesting? Themes, participants and consequences of conversations in online 
social media. Proceedings of the 18th International World Wide Web Conference 
(WWW 2009) Madrid, Spain.

 44. Daniel Gruhl, R. Guha, David Liben-Nowell et al. Information diffusion through blog-
space. SIGKDD	Explorations	Newsletter, Vol. 6, No. 2 (December 2004), pp. 43–52.

 45. D. Liben-Nowell, J. Kleinberg. The 12th Annual ACM International conference on 
information and knowledge management (CIKM �03). The link prediction problem 
for social networks. Proceedings of CIKM, pp. 556–559, 2003.

 46. L. Getoor, C.P. Diehl. Link mining: A survey. SIGKDD	Explorations	Newsletter, 2(7), 
2005.

 47. Y. Zhou, X. Guan, Z. Zhang, B. Zhang. Predicting the tendency of topic discussion 
on the online social networks using a dynamic probability model. Proceedings of the 
Hypertext 2008 Workshop on Collaboration and Collective Intelligence, pp. 7–11 
Pittsburgh, PA USA.

 48. Jacob Goldenberg, Barak Libai, Eitan Muller. Talk of the network: a complex systems 
look at the underlying process of word-of-mouth. Marketing	Letters, 12(3):211–223, 
2001.

 49. Mark Granovetter. Threshold models of collective behavior. American	 Journal	 of	
Sociology, 83(6):1420–1443, 1987.

 50. Xiaochuan Ni et al. Automatic Identification of Chinese Weblogger interests based on 
text classification. WI’2006. Proceedings of the 2006 IEEI/WIC/ACM International 
conference on web intelligence, pages 247–253, 2006. Hong Kong.

 51. Radford Neal, Geoffrey E. Hinton. A view of the em algorithm that justifies incremen-
tal, sparse, and other variants. Learning	in	Graphical	Models, MIT Press, Cambridge, 
MA, 1999.

 52. K. S. Emaili, M. Neshati, M. Jamali, H. Abolhassani. 2006. Comparing performance of 
recommendation techniques in the blogsphere. ECAI’06 Workshop on Recommender 
Systems, Riva del Garda, Italy.

 53. Avaré Stewart, Ling Chen, Raluca Paiu et al. Discovering Information Diffusion 
Paths from Blogosphere for Online Advertising. Proceedings of the 1st International 
Workshop on Data Mining and Audience Intelligence for Advertising, San Jose, CA, 
pp. 46–54.

 54. Raquel Recuero. Information Flows and Social Capital in Weblogs: A Case Study in 
the Brazilian Blogosphere. Proceedings of the 19 ACM Conference on Hypertext and 
Hypermedia (HT’08, 2008), pp. 97–106.

 55. Mary McGlohon, Jure Leskovec, Christos Faloutsos. Information Propagation and 
Network Evolution on the Web. DA Project, Machine Learning Department, Carnegie 
Mellon University.

 56. Mike Thelwall, Liz Price. Language evolution and the spread of ideas on the Web: a pro-
cedure for identifying emergent hybrid. Journal	of	the	American	Society	for	Information	
Science	and	Technology, Vol. 57, No. 10, pp. 1326–1337 (August 2006).

 57. Gueorgi Kossinets, Jon Kleinberg, Duncan Watts. The structure of information 
Pathways in a social communication network. Proceeding of the 14th ACM SIGKDD 
International Conference on Knowledge Discovery and Data Mining, Las Vegas, NV, 
pp. 435–443. August 2008.



Dynamic Models and Analysis for Information Propagation  ◾  69

© 2011 by Taylor & Francis Group, LLC

 58. D., Liben-Nowell, J. Kleinberg., Tracing information flow on a global Scale Using 
Internet chain-letter data. Proceedings of the National Academy of Sciences USA. 
2008, Vol 105; No. 12, pp. 4633–4638.

 59. E. Adar, L.A. Adamic. Tracking information epidemics in blogspace. Proceedings 
of the IEEE/WIC/ACM International Conference on Web Intelligence (2005), pp. 
207–214.

 60. Jennifer Wortman. Viral Marketing and the Diffusion of Trends on Social Networks. 
Department of Computer & Information Science Technical Reports (CIS). University 
of Pennsylvania, PA, 2008.

 61. Xiaojun Wan, Jianwu Yang. Learning information diffusion process on the Web. 
Proceedings of the 16th International Conference on World Wide Web, Banff, Alberta, 
Canada, pp. 1173–1174.

 62. Jure Leskovec, Ajit Singh, Jon Kleinberg. Patterns of influence in a recommendation 
network. Advances	in	Knowledge	Discovery	and	Data	Mining (2006), pp. 380–389.

 63. Xiaodan Song, Belle L. Tseng, Ching-Yung Lin et al. Personalized recommendation 
driven by Information flow. Proceedings of the 29th Annual International ACM 
SIGIR Conference on Research and development in Information Retrieval (SIGIR 
‘06), pp. 509–516.

 64. J. Kleinberg. Temporal dynamics of on-line information streams. In Data	 Stream	
Management:	Processing	High-Speed	Data	Streams (2005).

 65. Kimura Masahiro, Saito Kazuini. Approximate solutions for the influence maximiza-
tion problem in a social network. Lecture Notes in Computer Science, 2006, No. 4252, 
pp. 937–944.

 66. Munmun De Choudhury, Hari Sundaram, Ajita John et al. Contextual prediction 
of communication flow in social networks. Proceedings of the IEEE/WIC/ACM 
International Conference on Web Intelligence (2007), pp. 57–65.

 67. Munmun De Choudhury, Hari Sundaram, Ajita John et al. Dynamic prediction of 
communication flow using social context. Proceedings of the 19th ACM Conference 
on Hypertext and Hypermedia. Pittsburgh, PA, pp. 49–54.

 68. D. Kempe, J. Kleinberg, E. Tardos. Maximizing the spread of influence through a 
social network. Proceedings of the 9th ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining, pp. 137–146. Washington, D.C.

 69. M. Kimura, K. Saito. Tractable Models for Information Diffusion in Social Networks. 
Lecture Notes in Computer Science, 2006, No. 4213, pp. 259–271.

 70. Kazumi Saito, Ryohei Nakano, Masahiro Kimura. Prediction of information diffusion 
probabilities for independent cascade model. Proceedings of the 12th International 
Conference on Knowledge-Based Intelligent Information and Engineering Systems, 
2008, pp. 67–75. Zagreb, Croatia.

 71. Akshay Java, Pranam Kolari, Tim Finin. Modeling the spread of influence on the blo-
gosphere. Technical Report TR-CS-06-03 (March 2006).

 72. Marti A. Hearst, Matthew Hurst, Susan T. Dumais. Modeling trust and influence on 
blogosphere using link polarity. Proceeding of the 2008 ACM Workshop on Search in 
Social Media, Napa Valley, CA, pp. 95–98.

 73. Xiaodan Song, Yun Chi, Koji Hino. Information flow modeling based on diffusion 
rate for prediction and ranking. Proceedings of the 16th International Conference on 
World Wide Web (2007, WWW �07), pp. 191–200.





71
© 2011 by Taylor & Francis Group, LLC

Chapter 4

Analyzing	Sociotechnical	
Networks:	A	Spectrum	
Perspective

Xintao Wu, Xiaowei Ying, and Leting Wu

Contents
4.1 Introduction ...............................................................................................72

4.1.1 Contribution ...................................................................................73
4.1.2 Organization...................................................................................73

4.2 Spectral versus Real Characteristics ............................................................74
4.3 Spectrum-Based Graph Randomness Analysis ...........................................76

4.3.1 Graph Spectral Geometry ...............................................................76
4.3.2 Spectrum-Based Randomness Framework ......................................80

4.3.2.1 Edge Nonrandomness: R(u, v) ..........................................81
4.3.2.2 Node Nonrandomness: R(u) .............................................81
4.3.2.3 Graph Nonrandomness RG and Relative 

Nonrandomness RG
∗  .........................................................83

4.4 Spectral Analysis of Graph Perturbation ....................................................87
4.4.1 Graph Characteristics versus Perturbation: An Illustrating 

Example ..........................................................................................87
4.4.2 Theoretical Analysis of Spectral Perturbation ..................................88
4.4.3 Spectrum-Preserving Randomization .............................................94

4.5 Conclusion and Future Work ...................................................................100
Acknowledgments .............................................................................................100
References .........................................................................................................101



72  ◾  Xintao Wu, Xiaowei Ying, and Leting Wu

© 2011 by Taylor & Francis Group, LLC

4.1	 Introduction
Many natural and social systems develop complex networks; for example, the 
Internet, the World Wide Web, networks of collaborating movie actors and those 
of collaborating authors, etc. The management and analysis of these networks have 
attracted increasing interest in the sociology, database, data mining, and theory 
communities. Most previous studies are focused on revealing interesting properties 
(e.g., degree sequences, shortest connecting paths, power-law degree distributions, 
small-world phenomenon, and clustering coefficients) of networks and discovering 
efficient and effective analysis methods [2–4, 9, 13, 15, 19, 21, 22, 24, 30, 33, 34, 
36, 39].

In this chapter we analyze social networks from a spectrum point of view. Graph 
spectral analysis deals with the analysis of the spectra (eigenvalues and eigenvec-
tor components) of the graph’s adjacency matrix or other derived matrices. The 
spectrum of a graph is usually defined as the set of eigenvalues of the graph. It has 
been shown that there is an intimate relationship between the combinatorial char-
acteristics of a graph and the algebraic properties of its adjacency matrix [30]. Our 
graph spectral analysis centers on two applications: graph randomness analysis and 
graph perturbation.

Social networks tend to contain some amount of randomness and some 
amount of nonrandomness. Consider an online social network where each node 
denotes an individual, and an edge between two nodes denotes a social interac-
tion between the two individuals. An individual’s social network tends to consist 
of members of the same ethnic group, race, or social class. Intuitively, two friends 
of a given individual are more likely to be friends with each other than they 
are with other randomly chosen members. The edge connecting one individual’s 
two friends contains less randomness. However, an individual also tends to have 
some number of random friends from other groups, and those edges between 
this individual and his random friends contain more randomness. The amount of 
randomness versus nonrandomness at node/edge levels can clearly affect various 
properties of a social network. Although randomness plays an important role in 
understanding the geometry and topology of social networks, very few studies 
have formally investigated this issue. In this paper, we theoretically analyze graph 
randomness and present a framework that provides a series of nonrandomness 
measures at levels of edge, node, and the overall graph. We show that graph non-
randomness can be obtained mathematically from the spectra of the adjacency 
matrix of the network. We conduct both theoretical and empirical studies in 
spectral geometries of social networks and show that our proposed nonrandom-
ness measures can better characterize and capture graph randomness than previ-
ous measures.

Many applications of networks such as anonymous Web browsing require 
relationship anonymity due to the sensitive, stigmatizing, or confidential nature 
of relationships. The privacy concerns associated with data analysis over social 
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networks have been addressed by recent research works [1, 5, 16, 17, 26, 40–42, 
44, 45]. Naturally, graph randomization techniques can be applied in addition to 
graph anonymization to protect the identity and relationship privacy of individu-
als. For example, we can remove some true edges and/or add some false edges. 
After randomization, the randomized graph is expected to be different from the 
original one. As a result, the true sensitive or confidential relationship will not be 
disclosed. On the other hand, the released randomized graph should also keep 
some properties not much changed or, at least, some properties should be enabled 
to be reconstructed from the randomized graph. Since there are numerous charac-
teristics related to networks, it is tedious to evaluate how those characteristics are 
affected by the randomization process. In this chapter we investigate this problem 
by focusing on the change of graph spectrum since the spectrum has close relation 
with the many graph characteristics and can provide global measures for network 
properties. A spectrum-preserving graph randomization method, which can better 
preserve network properties while protecting link anonymity, is then presented and 
empirically evaluated.

4.1.1 Contribution
Our contributions are summarized as follows:

 ◾ We discover spectral geometry properties in social networks that can deter-
mine the graph’s nonrandomness at all granularity levels. We present a frame-
work that can quantify graph nonrandomness at and the edge, node, overall 
graph levels. We show that all graph nonrandomness measures can be obtained 
mathematically from the spectra of the adjacency matrix of the network. We 
present a relative nonrandomness measure of the overall graph, which allows 
quantitative comparisons between various social networks with different sizes 
and densities, or between different snapshots of a dynamic social network.

 ◾ We show theoretically and empirically how the real characteristics of graphs 
are related with spectral characteristics and how the two edge-based pure 
randomization strategies affect both real and spectral characteristics. We 
develop spectrum-preserving randomization methods, Spctr	 Add/Del and 
Spctr	Switch, which can better preserve graph characteristics without sacrific-
ing much privacy protection during randomization.

4.1.2 Organization
The rest of this chapter is organized as follows. In Section 4.2 we revisit the rela-
tionship between the real characteristics and the spectral characteristics of graphs. 
In Section 4.3 we theoretically analyze how coordinates of node points are dis-
tributed in the k-dimensional spectral space and why they can be used to measure 
graph nonrandomness. We then present our framework and analyze in detail how 
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to derive edge nonrandomness, node nonrandomness, and the overall graph non-
randomness from graph spectrum. In Section 4.4 we show how randomization 
affects spectral characteristics, and present our spectrum-preserving edge-random-
ization approach. We offer our concluding remarks and discuss future work in 
Section 4.5.

4.2	 Spectral	versus	Real	Characteristics
A network or graph, G(V, E), is a set of n nodes, V, connected by a set of m links, 
E. The network considered here is binary, symmetric, connected, and without self-
loops. Let A = (aij)n#n be its adjacency matrix, aij = 1 if node i and j are connected, 
and aij = 0 otherwise. Associated with A is the degree distribution Dn#n, a diagonal 
matrix with row-sums of A along the diagonal, and 0’s elsewhere. Recall that the 
degree of a node in a network is the number of edges connected to that node.

Let λi be the eigenvalues of A, and xi the corresponding eigenvectors, and 
λi∈{λ1 λ2  … λn}. The spectral decomposition of A is A i i i i

T= Σ λ x x . We call λi the 
index of G, and call x1 = (x11, …, x1n)T the principal eigenvector of the graph G 
where x1i is the i-th component of the principal eigenvector.

Another matrix related to A is the Laplacian matrix defined as L = D – A.* 
Similarly, let μi be the eigenvalues of L, and ui the corresponding eigenvectors. We 
have 0 = μ1 Y μ2 Y … Y μn	Y n. Since the degree Dii = ΣjAij, all rows and columns of 
the Laplacian sum to zero. Hence, there exists one eigenvalue zero with eigenvector 
1 = (1, 1, …, 1). μ2 is an important eigenvalue of the Laplacian matrix and can be 
used to show how good the communities separate, with smaller values correspond-
ing to better community structures. Let u2 = (y21, … ,y2n)T where y2i is the i-th 
component of the eigenvector u2.

To understand and utilize the information in a network, researches have devel-
oped various measures to indicate the structure and characteristics of the network 
from different perspectives [9]. In this chapter, we use four real-space characteristics 
of a graph. The first one is the harmonic mean of the shortest distance, h, which is 
defined in Reference 25 as h n n i j dij

= .− ≠
−{ }( )

1
1

1 1Σ  The inverse of the harmonic mean 
of the shortest distance, also known as the global efficiency, varies between 0 and 1, 
with h –1 = 0 when all vertices are isolated, and h–1 = 1 when the graph is complete.

The second measure is the modularity measure, Q, which indicates the good-
ness of the community structure [9]. It is defined as the fraction of all edges that 
lie within communities minus the expected value of the same quantity in a graph 
in which the vertices have the same degrees but the edges are placed at random 
without regard for the communities. A value Q = 0 indicates that the community 
structure is no stronger than would be expected by random chance, and values 
other than zero represent deviations from randomness.

* The third matrix is the normal matrix defined as N=D –1/2 AD –1/2.
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The third measure is the transitivity measure, C, which is one type of cluster-
ing coefficient measure and which characterizes the presence of local loops near a 
vertex. It is formally defined as C= 3NΔ/N3, where N∆ is the number of triangles and 
N3 is the number of connected triples.

The fourth measure is subgraph centrality, SC, which is used to quantify the 
centrality of the subgraphs based on the vertex i [12]. It is formally defined as 
SC SCn i

n
i n i

n
k

P
k
i
k

= == = =
∞

!
1

1
1

1 0Σ Σ Σ ,  where Pik  is the number of paths that start with 
i and end in i with length k.

Throughout this chapter, we focus on two important eigenvalues of the graph 
spectrum. The first one is the largest eigenvalue (λ1) of the adjacency matrix A. The 
eigenvalues of A encode information about the cycles of a network as well as its 
diameter. Since A contains no self-loops, the sum over all eigenvalues ( )Σi

n
i=1 λ  is 

zero. The sum of product pairs ( )Σi i j=1 λ λ  is equal to minus the number of edges, 
and Σi j k i j k≠ ≠ λ λ λ  is twice the number of triangles in G. The maximum degree, 
chromatic number, clique number, and extent of branching in a connected graph are 
all related to λ1. In Reference 37, the authors studied how a virus propagates in a real 
work and proved that the epidemic threshold for a network is closely related to λ1.

The second one is the second eigenvalue (μ2) of the Laplacian matrix L, which 
is also called the algebraic connectivity of the graph. The eigenvalues of L encode 
information about the tree structure of G. The spectrum of L contains a 0 for every 
connected component. The multiplicity of 0 as an eigenvalue is equal to the num-
ber of components in G 1

2n i
n

iΠ = μ  and equals the number of spanning trees of G. 
When μ2 is close to zero, the graph is almost disconnected. Its diameter is small if 
the eigenvalue gap is large (i.e., μ2 >> μ1).

Many graph topological features can be expressed as an explicit function of 
spectrum and eigenvectors. For example, the authors in Reference 12 show that the 
subgraph centrality SC, which characterizes the participation of each node in all 
subgraphs in a network, can be calculated mathematically from the spectra of the 
adjacency matrix of the network, SC en i

n i= =
1

1Σ λ . The diameter of a general graph 
is related to μn and μ2 and bounded by

 Diam G cosh n
cosh n

n

( ) ( )
≤

−

( )
⎡

⎢
⎢
⎢

⎤

⎥

−

− +
−

1

1

1
2

2

μ μ
μ μ

⎥⎥
⎥
.

Another example is the commute time [27] based on random walks on a graph 
G, which can be calculated using the eigenvalues and eigenvectors of the normal 
matrix N. Refer to Reference 30 for more relationships between the spectral and 
real characteristics of graphs.

Many social network mining methods have been developed based on the 
spectral characteristics. For example, the HITS algorithm [20], which detects the 
authoritative/important individuals in the network, is based on eigenvectors of the 
adjacency matrix; the maximal-cliques-finding algorithm developed in Reference 
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29 is based on the L1-constrained eigenvectors of the adjacency matrix; various 
community/cluster partition algorithms [30] have been developed based on the 
spectrum of Laplacian or normal matrix.

4.3	 Spectrum-Based	Graph	Randomness	Analysis
In this section we analyze graph randomness at all granularity levels, from edge 
node to the whole graph. We show that all our nonrandomness measures can be 
determined by spectral coordinates of nodes in the first k-dimensional spectral 
space, where k corresponds to the number of communities in the graph. We then 
present a framework that provides a series of nonrandomness measures at different 
levels. Nonrandomness specified at the edge level can help users quantify how dif-
ferent a given interaction is from random interactions. Similarly, nonrandomness 
specified at the node level can help users quantify how different a given individual 
is from random nodes (those individuals actually not belonging to this social net-
work). In our framework, we first examine how much nonrandomness a given edge 
(social interaction) has, then measure a node’s nonrandomness by examining the 
nonrandomness values of edges connecting to this node. Finally, we derive the 
nonrandomness measure of the whole graph by incorporating the nonrandomness 
values of all edges within the whole graph.

Throughout this section, we use the politics book network [23] as an example to 
illustrate how we define and calculate graph nonrandomness at various levels. The 
politics book network contains 105 nodes and 441 edges as shown in Figure 4.1. In 
this network, nodes represent books about U.S. politics sold by the online bookseller 
Amazon.com, while edges represent frequent copurchasing of books by the same 
buyers on Amazon. Each node is labeled “liberal” (blue), “neutral” (white), or “con-
servative” (red). These alignments were assigned separately by Mark Newman based 
on a reading of the descriptions and reviews of the books posted on Amazon.

4.3.1 Graph Spectral Geometry
Let xi be the unit eigenvector of λi, and let xij denote the j-th entry of xi.
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We can see from Formula (4.1) that the eigenvector xi is represented as a column 
vector. The row vector (x1u, x2u, …, xnu) represents the coordinates of node u in the 
n-dimensional spectral space. Next, we shall show that only the coordinates of node 
u in the first k-dimensional spectral space determine the randomness of u where k 
indicates the number of communities within the graph. Hence, we define αu = (x1u, 
x2u, …, xku) Î R1#k as the spectral coordinate of node u in the k-dimensional space.

In this section we explore how the spectral coordinate (α) of a node point locates 
in the projected spectral space. Especially, we show that node points locate along k 
quasi-orthogonal lines when graph G contains k communities.*

Proposition 1. For	 a	 graph	 with	 k	 communities,	 the	 coordinate	 of	 node	 u	 in	
k-	dimensional	space,	αu	=	(x1u,	x2u,	…,	xku)	Î	R1#k,	denotes	the	likelihood	of	node	u’s	
attachment	 to	 these	 k	 communities.	Node	points	within	one	 community	 form	a	 line	
that	goes	through	the	origin	in	the	k-dimensional	space.	Nodes	in	k	communities	form	k	
quasi-orthogonal	lines	in	the	spectral	space.

Proof. Consider the division of a graph G into k nonoverlapping communities 
G1, G2, …, Gk. Let si = (si1, si2, …, sin) be the index vector of community Gi, and sij 
equals 1 if node j belongs to community Gi, and it equals 0 otherwise. Note that si 
and sj are mutually orthogonal, that is, s si

T
j = 0 .

For community Gi, we can define its density as

 
D G

# G
# Gi

i

i
( ) := .

of edges in
of nodes in

It can be expressed as

 
D G s As

s si
i
T

i

i
T

i
( ) =

where A is the adjacency matrix of graph G. The density for this division of the 
graph is

 
i

k

i

i

k
i
T

i

i
T

i
D G s As

s s
= =
∑ ∑=

1 1

( ) .  (4.2)

The task of our graph partition is to maximize Equation 4.2 subject to sij Î {0, 1} 
and s si

T
j = 0, if i ≠ j. This optimization problem is NP-complete. However, if we 

relax sij Î {0, 1} to real space, based on Wielandt’s theory [35], we have that the 
target function reaches the maximum Σi

k
i=1 λ  when taking si to be xi. Hence we 

* Communities are loosely defined as collections of individuals who interact unusually 
frequently.
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can conclude that xij reflects the degree of node j’s attachment to the community 
Gi.“▫”

Property	1. A	node	u	belongs	to	one	community	Gt	if	the	t-th	entry	of	αu,	xtu,	is	
much	greater	than	the	rest	of	the	entries	and	xiu	≈	0	for	i	≠	t.	A	node	u	does	not	belong	to	
any	community	if	all	the	entries	of	αu	are	close	to	0,	or	equivalently,	||α||2	≈	0.	We call	
such	nodes	noise	nodes.

Property	2. If	nodes	u	and	v	belong	to	the	same	community,	then	|cos(αu,	αv)|	≈	1.	
If	nodes	u	and	v	belong	to	two	different	communities,	respectively,	then	|cos(αu,	αv)|	≈	
0.	Otherwise,	if	node	u	belongs	to	one	community	Gt,	and	bridging	node	v	locates	in	the	
overlap	of	two	communities	Gt	and	Gw,	then	|cos(αu,	αv)|	is	not	close	to	either	0	or	1.

Explanation. Notice that

 
cos( )

|| || || ||
α α

α α
α αu v

u v
T

u v
, = .

2 2

When nodes u and v are in the same community Gt, xtu, we have that xtv is much 
greater than the rest of entries in αu and αv. Hence
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In other words, points αu and αv approximately locate along a straight line that goes 
through the origin.

Similarly, when node u and v are in two different communities Gt and Gw, 
respectively, with xwu ≈ 0 and xtv ≈ 0, we have

 

α α
α α

u v
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u v

tu tv wu wv
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x x x x
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which means that αu and αv are approximately orthogonal.
If a bridging node v is in the overlap of two communities St and Sw, both t-th 

and w-th entries in αv are not negligible. Hence, || ||αv tv wvx x2
2 2

1
2≈ +( ) . For a node 

u from Gt, we have
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Since neither xtv nor xwv is close to 0, |cos(u, v)| is not close to either 1 or 0, which 
indicates that bridging nodes locate between the quasi-orthogonal lines formed by 
communities, and are also away from the origin. “▫”
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Figure 4.2 shows the 2-D spectral geometries of the politics book network data. 
We can observe from Figure 4.2 that the majority of vertices projected in the 2-D 
spectral space distribute along two straight and quasi-orthogonal lines. It indicates 
that there exist two communities with sparse edges connecting them. The first 
uptrend line consists of most nodes in red color, while the second downtrend line 
consists of most nodes in blue color. White nodes distribute either around the ori-
gin or between two quasi-orthogonal lines in the projected space.

4.3.2 Spectrum-Based Randomness Framework
In this section we present our framework that can quantify randomness at all gran-
ularity levels from edge node to the overall graph. We begin with a study of edge 
nonrandomness by spectral coordinates of its two connected nodes in the spectral 
space. We then define the node nonrandomness as the sum of nonrandomness 
values of all edges that connect to it. Similarly, we define the overall graph non-
randomness as the sum of nonrandomness values of all edges within the the whole 
graph. The formal definition is as follows:

Definition	1. Denote αu = (x1u, x2u, …, xku) Î Rk as	the	spectral	coordinate	of	node	
u,	and αv = (x1v, x2v, …, xkv) Î Rk as	the	spectral	coordinate	of	node	v.
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−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

x1

x 2

Conservative
Liberal
Neutral

Figure	4.2	 The	2-D	spectral	geometries	of	the	politics	book	social	network.
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 1.	The	edge	nonrandomness	R(u,	v)	is	defined	as	 R u v x xu v
T

i
k

iu iv( ), = = .=α α Σ 1
 2.	The	node	nonrandomness	R(u)	is	defined	as	R(u)	=	ΣvÎΓ(u)R(u,	v),	where	Γ(u)	

denotes	the	neighbor	set	of	node	u.
 3.	The	graph	nonrandomness	RG	is	defined	as	RG	=	Σ(u,	v)ÎER(u,	v).

4.3.2.1 Edge Nonrandomness: R(u, v)

The spectral coordinates of a node reflect its relative attachment to different com-
munities in G. When it comes to the measure of nonrandomness of an edge that 
connects two nodes, intuitively, we need to incorporate the relationship of two 
nodes’ spectral vectors.

The edge nonrandomness measure R(u, v) in Definition 1 can be rewritten as

 R u v u v u u( ) || || cos( ), = , ,α α α α|| ||2 2

which is determined by the product of ||αu||2||αv||2 and the cosine of the angle 
between αu and αu. Generally, R(u, v) tends to be large when u and v clearly 
belong to the same community (since cos(αu, αu) ≈ 1). R(u, v) tends to be small 
when (1) u and v are from two different communities (since cos(αu, αu) ≈ 0); (2) 
or either node is (or both nodes are) noisy (since ||αu||2||αv|| 2 ≈ 0). This intuitively 
reflects the formation of real-world social networks: two individuals within the 
same community have relatively higher probability to be connected than those in 
different communities.

Figure 4.3(a) plots the distribution of edge nonrandomness values, where the 
x-axis is the cosine value between αu and αv,	while the y-axis denotes the product 
of the two vector lengths. Figure 4.3(b) shows a snapshot of different types of 441 
edges characterized by edge nonrandomness values of the politics book network. 
We can observe that distributions of edge nonrandomness values characterized by 
different regions reflect different types of edges in the original graph: edges with 
large cosine value (plotted along the vertex line x = 1 and denoted by the blue 
“+”) mostly connect two nodes within the same community; edges with small vec-
tor length product (green “+” and plotted along the line y = 0) mostly connect to 
noncentral nodes; edges plotted in other areas form bridging edges between the two 
communities. All this is consistent with our previous explanations.

4.3.2.2 Node Nonrandomness: R(u)

A node’s nonrandomness is characterized by the nonrandomness of edges con-
nected to this node. This is well understood since edges in social networks often 
exhibit patterns that indicate properties of the nodes such as the importance, rank, 
or category of the corresponding individuals. Result 1 shows how to calculate node 
nonrandomness using the spectral coordinates as well as the first k eigenvalues of 
the adjacency matrix.
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Figure	4.3	 (a)	Distribution	of	edge	nonrandomness	values.	(b)	Snapshot	of	dif-
ferent	types	of	edges	characterized	by	edge	nonrandomness	of	the	politics	book	
network.
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Result 1. The	nonrandomness	of	node	u	is	the	length	of	its	spectral	vector	with	eigen-
values	weighted	on	corresponding	dimensions:

 R u x
i

k

i iu u k u
T( ) = = ,

=∑ 1
2λ α αΛ  (4.3)

where Λk = diag	{λ1, λ2,…, λk}.
Proof. Let au denote the u-th row of the adjacency matrix A. Since xi satisfies 

Axi = λixi	and A is symmetric,
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Hence, auxi = λixiu, and we have
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We can see that the result is elegant since node nonrandomness is actually deter-
mined by its vector length weighted by eigenvalues of the adjacency matrix.

Using the node nonrandomness measure, we can easily separate singleton 
nodes* and noise nodes (with small R(u) values) from those nodes strongly attached 
to some community (with large R(u) values). We can also identify those nodes 
bridging across several groups by examining its relative positions to orthogonal 
lines corresponding to different communities.

4.3.2.3  Graph Nonrandomness RG and 
Relative Nonrandomness RG

∗

In our framework, graph nonrandomness RG is defined as the sum of nonrandom-
ness values of all edges within the graph. Result 2 shows that RG can be directly 
calculated using the first k eigenvalues.

Result	2. The	graph	nonrandomness	of	the	overall	graph	G	can	be	calculated	as

* The singletons are degree-zero nodes who joined the network but have never made an interac-
tion with another user in the social network.
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Proof. The second equation is straightforward since every edge is counted twice in 
the sum of node nonrandomness. For the third equation, denote X as (x1, x2,…, xk) 
where each column is an eigenvector of A: Axi = λixi, and hence we have
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The foregoing result is elegant since we can use the sum of the first k eigenvalues 
to determine the nonrandomness of the overall graph. Recall that k indicates the 
number of communities in the graph. In this chapter we assume that the value of k 
is either specified by domain users or discovered by those graph partition methods. 
There are many studies on how to partition a graph into k communities (refer to a 
survey paper [6]).

All real networks lie somewhere between the extremes of complete order and 
complete randomness. While the absolute nonrandomness measure RG can indi-
cate how random a graph G is, it is more desirable to give a relative measure so that 
graphs with different size and density can be compared. One intuitive approach is 
comparing the graph’s nonrandomness value with the expectation of the nonran-
domness value of all random graphs generated by the ER model [11]. We can use 
the standardized measure defined as

 
R R E R

RG
G G

G

∗ =
− ( )
( )σ

where E(RG) and σ(RG) denote the expectation and standard deviation of the 
graph nonrandomness under the ER model. Our Theorem 1 shows the distribution 
of RG.

Theorem	1. For	a	graph	G	with	k(>n)	communities	where	each	community	is	gener-
ated	by	the	ER	model	with	parameter	n/k	and	p,	RG	has	an	asymptotically	normal	dis-
tribution	with	mean	(n	–	2k)p	+	k	and	variance	2kp(1 – p)	where	p = 2km/n(n–k).

Proof: In G, each community has n/k nodes, and hence,
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Let λi be the largest eigenvalue of the i-th community (i = 1, 2, …, k). Then 
RG i

k
i= =Σ 1 λ . Since λi has the asymptotical normal distribution with mean (n/k–2)

p + 1 and variance 2p(1–p) [14], then RG also has the asymptotical normal distribu-
tion with mean and variance as in the theorem,“▫”

With Theorem 1, we directly have the following result.
Result	3. The	relative	nonrandomness	of	the	overall	graph	G(n, m)	can	be	calculated	as

 
R

R n k p k
kp pG

G∗ =
− − +

−
,

[( ) ]
( )
2

2 1
 

(4.5)

where p km
n n k= −
2
( ) .

For any two graphs, G1 and G2, if | | | |,R RG G1 2
∗ ∗<  we can conclude that G1 is 

more random than G2. Since the relative nonrandomness measure RG
∗  of the ER 

graph approximately follows the standard normal distribution with mean 0 and 
standard variance 1, we can use 1− ∗Φ( )RG  to indicate the similarity between 
this graph and a random graph, where F(x) denotes the cumulative distribution 
function of the standard normal distribution. Strictly speaking, 1− ∗Φ( )RG  is the 
probability of how less likely it is that graph G is actually generated by the ER 
model.

The relative measure indicates to what extent one real-world graph is different 
from random graphs in terms of probability. When RG

∗  is close to 0, the graph G 
tends to be more likely generated by the ER model. From the statistical hypothesis 
testing point of view, we cannot reject the null hypothesis that G is generated by the 
ER model. On the contrary, when RG

∗  is far away from 0, it indicates that graph G 
leans toward being an extreme ordered graph. We can safely reject the null hypoth-
esis since 1− ∗Φ( )RG  is significantly small.

Another interesting property is that RG
∗  of any graph is lower (upper) bounded 

by that of r-regular (l-complete) graph, respectively. For graphs G(n,	 m) with k 
communities, we define the r-regular graph as a graph with each node having r 
neighbors, and define l-complete graph as a graph where each community is a 
clique of l nodes. Refer to [40] for details.

We used several network data sets in our evaluation. All data sets (except syn-
thetic and Enron data), together with descriptions, can be found at http://www-
personal.umich.edu/~mejn/netdata/. The Enron network was bulit from the email 
corpus of a real organization over the course covering a 3-year period. We used a 
preprocessed version of the data set provided by Shetty and Adibi [31]. This data 
set contains 252,759 emails from 151 Enron employees, mainly senior managers. 
In this chapter we have focused on emails sent from	and to these 151 people. An 
email graph is an undirected and unweighted graph with edges connecting senders 
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and recipients of emails during the corresponding time periods. The semantics of 
an edge (u,	v) in such a graph is that there has been at least five e-mail communica-
tions between u and v. The synthetic data was generated using the ER model with 
parameters n = 1000 and p = 0.2.

Table  4.1 shows graph statistics and graph nonrandomness values (calculated 
using RG and RG

∗ ) of various social networks. We can observe that the relative non-
randomness measures ( RG

∗ ) of real-world social networks are significantly greater than 
zero, while that of the synthetic random graph is very close to zero. Using RG

∗ , we can 
relatively compare the randomness of graphs with different sizes and densities. For 
example, we can observe that the network of the dolphins contains less randomness 
than the karate data since RG

∗  of the dolphins (1.61) is greater than that of the karate 
data (1.22). Furthermore, RG

∗  also indicates to what extent the graph is different from 
random graphs. For the karate graph, we have RG

∗ = .1 22 and 1 0 11− = .∗Φ( )RG , which 
indicates how less likely the karate graph is generated by the ER model. Similarly, 
for the dolphins data, we have RG

∗ = .1 61 and 1 0 054− = .∗Φ( )RG .
The graph spectrum has been well investigated in the graph analysis field. 

Chung and Graham indicated the use of the largest eigenvalue λ1 as an index of 
the nonrandomness of the overall graph since the first eigenvalue of random graphs 
characterizes the frequency of subgraphs [7]. Our analysis shows that λ1 may not be 
an appropriate measure to quantify the graph nonrandomness for real-world social 
networks since they usually contain more than one community. Actually, we can 
see that the index of graph nonrandomness using λ1 is a special case of our proposed 
measure RG with k = 1.

It has been shown that the eigenvectors of the Laplacian matrix and the normal 
matrix are good indicators of community clusters [10, 28, 32, 38]. The difference 
between our nonrandomness framework and those traditional spectral clustering 

Table 4.1	 Graph	Nonrandomness	and	
Characteristics	of	Various	Social	Networks

Network n m RG R*G

Synthetic 1000 99820 200 0.02

Karate 34 78 11.7 1.22

Dolphins 62 159 13.1 1.61

Polbooks 105 441 23.5 6.87

Enron 151 869 41.2 4.18

Netsci 1589 2742 38.5 128

Polblogs 1222 16714 134 187
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methods is two-folded. First, spectral clustering methods aim to minimize the cut 
between communities, while our randomness framework is based on maximizing 
the densities of communities. Second, in traditional spectral clustering methods, 
communities are represented by dense clusters in the spectral space of Laplacian or 
normal matrix, whereas communities in our framework are represented by quasi-
orthogonal lines in the spectral space of the adjacency matrix. Our proposed frame-
work can quantify randomness at all edge, node, and overall graph levels using the 
spectra of the adjacency matrix. It is interesting to explore whether similar frame-
works can also be derived using the spectra of the Laplacian or normal matrix. We 
will study this issue in our future work.

4.4	 Spectral	Analysis	of	Graph	Perturbation
Two natural edge-based graph perturbation strategies are often applied to protect 
link privacy in privacy-preserving social-network analysis.

 ◾ Rand	Add/Del: We randomly add one edge followed by deleting another edge 
and repeat this process k times. This strategy preserves the total number of 
edges in the original graph.

 ◾ Rand	Switch: We randomly switch a pair of existing edges (t,	w) and (u, v) 
(satisfying that edge (t,	 v) and (u,	w) does not exist in G) to (t,	 v) and 
(u,	 w) and repeat it k times. This strategy preserves the degree of each 
vertex.

Edge randomization may significantly affect the utility of the released random-
ized graph. To preserve utility, we expect certain aggregate characteristics of the 
original graph to remain basically unchanged or, at least, for them to be able to be 
reconstructed from the randomized graph. Since there are so many graph charac-
teristics, we focus on how randomization affects the spectrum of a graph and give 
bounds of the spectrum change. We first empirically show how the spectrum of a 
graph and some real-space characteristics are affected by the random perturbation 
strategies and then give the bounds of the spectrum changes. Lastly, we present our 
advanced spectrum-preserving randomization strategies that can better preserve 
structural properties.

4.4.1  Graph Characteristics versus Perturbation: 
An Illustrating Example

In this section we empirically show how the graph characteristics (including two 
spectral [λ1, μ2] and four real [harmonic mean of the geodesic path, modularity, 
transitivity, and subgraph centrality]) vary when Rand	Add/Del and Rand	Switch 
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perturbation strategies are applied. This experiment was conducted on the U.S. 
politics book data.

We can observe from Figure 4.4 that the changes of spectral measures display 
similar trends as those of real graph characteristics while applying the two pertur-
bation strategies. Especially, as shown in Figures 4.4(b–e), the μ2 of the Laplacian 
matrix displays a very similar pattern as the harmonic mean of the geodesic path, 
modularity, and transitivity. Similarly, as shown in Figures 4.4(a)(f), the λ1 of the 
adjacency matrix displays a similar pattern as the subgraph centrality measure for 
both Rand	Add/Del and Rand	Switch strategies. Networks with community struc-
tures are not resilient to the random perturbation strategy. This is intuitively reason-
able, as shown in Figure 4.4(d). Average vertex–vertex distance may change sharply 
when edges across communities are switched with edges within communities.

We can also observe that neither Rand	Add/Del nor Rand	Switch can well pre-
serve the graph characteristics when we increase k to more than 100. Since we 
have 441 edges in this graph, even medium randomization (k = 100) significantly 
decreases the utility of the released graph. Generally, more perturbation can lead 
to stronger privacy protection, but it also greatly changes many features of the 
network, decreasing information utility. For example, network resilience and com-
munity structure are of particular importance in epidemiology where removal of 
vertices or edges in a contact network may correspond to vaccination of individuals 
against a disease. Then, the epidemiological solution developed from the randomly 
perturbed graph may not be applicable to the real graph. In Section 4.4.3 we shall 
investigate how to perturb graphs without changing much network structural fea-
tures such as resilience and community structure.

4.4.2 Theoretical Analysis of Spectral Perturbation
The graph perturbation theory is concerned primarily with changes in eigenvalues 
that result from local modifications of a graph such as adding or deleting an edge. 
In the following, we let A and �A  be the adjacency matrices of the original graph G 
and the perturbed graph G ′ with spectra λ1 ≥ λ2 ≥ … ≥ λn and λ λ λ� � … �

1 2≥ ≥ ≥ n , 
respectively.

Lemma	1: [8] Spectra λ λ�
1 1< 	whenever	G ′	is	obtained	from	G	by	deleting	an	edge	

or	vertex.	Similarly,	 λ λ�
1 1< 	whenever	G ′	is	obtained	from	G	by	adding	an	edge	or	a	

nonisolated	vertex.
Lemma 1 shows that any proper subgraph of G has smaller index value λ1, and 

any supgraph of G has larger index value λ1. This is also one reason why we only 
focus on the perturbation strategies that keep the number of edges unchanged. 
Otherwise, the index of the graph λ1 may be significantly changed, which will 
affect many real-space graph characteristics.

Theorem	2: Weyl’s	Theorem	[18].	Given	 two	n	×	n	 symmetric	matrices	A	and	E,	
assume	that	λ1	≥	λ2	≥	…	≥	λn	and	Σ1	≥	Σ2	≥	…	≥	Σn	are	their	eigenvalues,	respectively.	
Let	 �A  =	A	+	E	and	λ λ λ� � … �

1 2≥ ≥ ≥ n ,	be	its	eigenvalues.	Then	Weyl’s	inequalities	are
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Figure	 4.4	 Graph	 characteristic	 versus	 perturbation	 with	 varying	 k	 for	 Rand	
Add/Del	and	Rand	Switch.
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Figure	 4.4	 Graph	 characteristic	 versus	 perturbation	 with	 varying	 k	 for	 Rand	
Add/Del	and	Rand	Switch.	(Continued)
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Figure	 4.4	 Graph	 characteristic	 versus	 perturbation	 with	 varying	 k	 for	 Rand	
Add/Del	and	Rand	Switch.	(Continued)



92  ◾  Xintao Wu, Xiaowei Ying, and Leting Wu

© 2011 by Taylor & Francis Group, LLC

 i j i j i j n+ − + −≤ + ≤1λ λ ε λ� �  (4.6)

for 1 Y i, j, i + j – 1, i + j – n Y n.
Weyl’s theorem states that the eigenvalues of a matrix are perfectly conditioned, 

that is, no eigenvalue can move more than the range specified by Equation 4.6.
Some graph features (e.g., the number of vertices n, the number of edges m) 

remain unchanged after randomization and are assumed to be available. We also 
assume the number of perturbations k is available to data miners. The reason is 
that k denotes the magnitude of perturbation that may be needed to analyze the 
perturbed graph by data miners. In this section we present to what extent the 
graph spectrum may change with respect to those graph invariants, specifically, k 
and n for Rand	Add/Del, and k, n, and di for Rand	Switch, where di is the degree 
of vertex i.

When k = 1, we call the perturbation matrix the elementary perturbation matrix 
(EPM). Obviously, the perturbation matrix E when k > 1 is the sum of EPMs along 
the perturbation. For Rand	Add/Del, we have two different cases. One is that we 
add the edge (i, p) and delete an existing edge (i, q). Specifically, eip = epi = 1, 
and eiq = eqi = –1, where eij denotes the component of E. We can derive ε1 2= ,
εn = − 2, and oi = 0 (2 Y i Y n – 1). The other case is that we add the edge (i, j) and 
then remove one existing edge (p, q) where i, j, p, q are distinct. Specifically, eij = eji 
= 1, and epq = eqp = –1. In this case, we have o1 = o2 = 1, on = on–1 = –1, and oi = 0 
(3 Y i Y n – 2). For Rand	Switch, when we switch one pair of edges, (t, w), (u, v) to 
(t, v) and (u, w), etw = ewt = euv = evu = –1, and etv = evt = euw = ewu = 1. We can 
also derive o1 = 2, on = –2, and oi = 0 (2 Y i Y n – 1). However, when k > 1, it is hard 
to derive directly the eigenvalues of E based on the released k. In the following, we 
show our result based on the Gershgorin Circle Theorem [18].

Theorem	 3: Gershgorin	 Circle	 Theorem.	 For	 an	 n	 ×	 n	 matrix	 A,	 define	
R ai j j i

n
ij= = ≠Σ 1,  | | .Then	each	eigenvalue	of	A	must	be	in	at	least	one	of	the	disks	in	the	

complex	plane:

 
C A z z a R zi ii i( ) = : − ≤ .{ }

Result	4: Let o1 ɛ1 ≥ ɛ2 ≥ … ≥ ɛn on be	 the	eigenvalues	of	E.	For	all	 i(1 ≤ i ≤ n), 
we have

 
ε λ λ εn i i≤ − ≤�

1 (4.7)

or	more	loosely,

 
λ λi i E− ≤ ,�

2  (4.8)

where	for Rand Add/Del,
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 || || min{ }E k n2 2 1≤ , − , (4.9)

and	for Rand Switch,

 
|| || min max min{ } .E k d n d

i
i i2 2 1≤ , , − −( ){ }

 
(4.10)

Proof. Equation 4.7 and Equation 4.8 can be easily derived from Weyl’s Theorem.
Notice that the diagonal elements of E are always 0. Hence,

 
C E z z e R z z Ri ii i i( ) = : − ≤ = : ≤ .{ } { }

All these circles are concentric, and all the eigenvalues of A are thus in the circle of 
the largest radius: ||E||2 Y maxi{Ri}, and Ri = Σj≠i |eij| is actually the total number 
of added and deleted edges of vertex i.

Hence, for Rand	Add/Del, when k < n/2, the worst case is that all the perturba-
tions involve the same vertex; when k < n/210490_χοµµΧ004ξ015.ρτφ n/2, the 
worst case happens when a certain vertex is removed from all original edges to its 
neighbors and adds new edges to all the rest of the vertices. In this case, maxi{Ri} 
Y min{2k, n – 1}, and Equation 4.10 follows.

For Rand	Switch, if one edge is deleted, there must be an edge added to the same 
vertex. Therefore, 1 2 1/   { }R min d n di i i≤ , − − , through which we immediately get

 
max min max min{ }

i
i

i
i iR k d n d≤ , , − −( ){ },2 1

and Equation 4.10 follows. “▫”
The graph spectrum has been well investigated in the graph analysis field. It has 

been shown that the eigenvectors of the Laplacian matrix and the normal matrix 
are good indicators of community clusters [10, 28, 32, 38]. The difference between 
our nonrandomness framework and those traditional spectral clustering methods 
is two-folded. First, spectral clustering methods aim to minimize the cut between 
communities, while our randomness framework is based on maximizing the densi-
ties of communities. Second, in traditional spectral clustering methods, communi-
ties are represented by dense clusters in the spectral space of the Laplacian or normal 
matrix, while communities in our framework are represented by quasi-orthogonal 
lines in the spectral space of the adjacency matrix. Our proposed framework can 
quantify randomness at all edge, node, and overall graph levels using the spectra of 
the adjacency matrix. It is interesting to explore whether similar frameworks can 
also be derived using the spectra of the Laplacian or normal matrix. We will study 
this issue in our future work.
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Actually, the bound given in Equation 4.11 is the loose bound in the worst case. 
It may not accurately reflect the magnitude of spectrum change. In Section 4.4 
we develop our spectrum-preserving randomization approach that can control the 
change of spectrum during the randomization process. Note that all the foregoing 
results can be easily extended to the Laplacian matrix with some simple adjustment 
since � �L L A A E− = − = − .

4.4.3 Spectrum-Preserving Randomization
Since many graph structures are shown to have strong association with the spec-
trum, a very mature idea is whether we can figure out a perturbation strategy such 
that one or some particular eigenvalues will not significantly change. Hence the 
new strategy is more probable to better preserve structural characteristics without 
sacrificing much of the privacy protection aspect.

From the matrix perturbation community, researchers have achieved results 
on the intermediate eigenvalue problem of the second type, that is, how to 
determine E such that the eigenvalue λ1 of A + E can be greater or less than 
that of A. Specifically, Cvetkovic et al. [8] gave results on how to increase or 
decrease λ1 of the adjacency matrix by constructing the noise matrix E based 
on the principal eigenvector values of the adjacency matrix. We list their results 
in the first two rows of Tables 4.2 and 4.3. For example, according to row 1 
in Table 4.2, if we add edge (i, j) and delete edge (p, q), and x1ix1j	–	x1px1q	>	0 
stands, λ1 necessarily increases. Note that x1i denotes the i-th component in the 
principal eigenvector of λ1.

Table 4.2	 Conditions	on	Adjusting	λ1	
and	µ2	for	Spctr Add/Del

Condition Action

x1ix1j – x1px1q > 0
1 1λ λ� >

x1ix1j – x1px1q < 0 and 

λ λ1 2 2
1
2

1
2

1
2

1
2

1 1 1 1
− >

+ + +

−

x x x x

x x x x
i j p q

p q i j( )

1 1λ λ� <

y2iy2j – y2py2q > 0
2 2μ μ� <

y2iy2j – y2py2q < 0, and

μ μ3 2 2
2
2

2
2

2
2

2
2

2 2 2 2
− >

+ + +

−

y y y y

y y y y
i j p q

p q i j( )

2 2μ μ� >
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In this chapter, we also need to know whether the eigenvalue μ2 of the Laplacian 
matrix L of a particular graph G increases or decreases when an edge is relocated. 
We derive sufficient conditions on how to adjust μ2 of the Laplacian matrix for 
two randomization strategies, Rand	Add/Del and Rand	Switch. We summarize our 
results in the last two rows of Tables 4.2 and 4.3 (the detailed proof can be found 
in the Appendix of Reference 40). Note that μ2 is the important eigenvalue of the 
Laplacian matrix L. We use μi and i�

�  to denote the i-th smallest eigenvalue of L 
and L�, respectively, and u2 denotes the eigenvector of μ2. Spectrum y2i is the i-th 
component of u2.

Based on the derived conditions, we give our spectrum-preserving approach, 
which can improve simple edge randomization by considering the change of spec-
trum in the randomization process. Here we can determine which edges we should 
add/remove or switch so that we can control the move of target eigenvalues. As a 
result, real graph characteristics (or graph utility) are expected to be better pre-
served. Our Spctr	Switch algorithm follows.

In Row 2 of the algorithm, we only calculate the first one or two eigenvalues 
of the corresponding graph matrices. It is not necessary or desirable to calculate 
the entire eigen decomposition. Note that calculation of the eigenvectors of an 
n × n matrix takes in general a number of operations O(n3). Rows 6 to 11 present 
how to switch based on the sufficient conditions listed in Table 4.3. The algo-
rithm can be modified to Spctr	Add/Del with some minor changes: replacing the 
switch process with the Add/Del process in Rows 8 and 11; and finally, in Rows 
7 and 10, referring to Table 4.2 for the conditions under which the eigenvalues 
increase or decrease.

Table 4.3	 Conditions	on	Adjusting	λ1	
and	μ2	for	Spctr Switch

Condition Action

(x1t – x1u)(x1v – x1w) > 0
1 1λ λ� >

(x1t – x1u)(x1v – x1w) < 0, and

λ λ1 2
1 1

1 1

1 1

1 1
− > +−

−
−
−

y y
y y

y y
y y

t u

w v

w v

t u

1 1λ λ� <

(y2t – y2u)(y2v – y2w) > 0
2 2μ μ� <

(y2t – y2u)(y2v – y2w) < 0, 
and

μ μ3 2
2 2

2 2

2 2

2 2
− > +−

−
−
−

y y
y y

y y
y y

t u

w v

w v

ut

2 2μ μ� >
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Algorithm	4.1 Spectrum-preserving graph randomization through edge switch

Input: graph data G, perturbation magnitude k

1. Derive the adjacency matrix A and the Laplacian matrix L.

2. Calculate the eigenvalues and eigenvectors (λ1, λ2, e1) of A and (μ2, μ3, 
u2) of L, respectively.

3. l = 0

4. While l < k

5. From graph G, randomly pick one edge (t, w);

6. If l/2 = =0

7. Find all the edge combinations such that λ λ�
1 1<  and 2 2μ μ� > ;

8. Randomly pick one (u, v), switch (t, w) and (u, v) to (t, v) and (u, w);

9. Otherwise

10. Find all the edge combinations such that λ λ�
1 1<  and 2 2μ μ� > ;

11. Randomly pick one (u, v), switch (t, w) and (u, v) to (t, v) and (u, w);

12. l = l +1 

It is ideal to derive sufficient conditions regarding how much one or some particu-
lar eigenvalues will change. This is the issue of estimating changes in eigenvalues 
under a wide range of perturbations. The eigenvalues of the perturbed graph can 
be determined as implicit functions of algebraic and geometric invariants of the 
original graph. However, this problem has not been solved in the matrix perturba-
tion field.

Figure 4.5 shows that spectral randomization can significantly better preserve 
both graph spectrum and real-space characteristics of the political book graph 
data set than the previous random perturbation that does not consider spectrum 
preserving during the perturbation process. Due to space limitations, we only 
include the comparison between Spctr	Switch and Rand	Switch. We can see that 
Spctr	 Switch can significantly better keep both spectral characteristics and real 
characteristics close to those computed from the original graph even when we 
increase the number of switches k to 180. Note that the spectrum-preserving 
approach adjusts both λ1 and μ2. The intuition here is that the more eigenvalues 
we control in perturbation, the more real-space characteristics we can preserve in 
the randomized graph.
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4.5	 Conclusion	and	Future	Work
The focus of the first part of our paper was the development of a spectrum-based 
framework characterizing graph nonrandomness at various levels. We first pro-
posed a novel measure to characterize edge nonrandomness using the spectral 
coordinates of two connected nodes projected in k-dimensional spectral space. We 
then characterized node nonrandomness based on the nonrandomness of edges 
connected to this node, and graph nonrandomness based on the nonrandomness 
of all edges within the graph. All nonrandomness measures are simple numeri-
cal indices that can be derived elegantly from the graph spectrum. We studied 
several real-world social networks for which our nonrandomness measures dis-
play useful and desirable properties. We also show that nonrandomness measures 
have different distributions between real-world networks and random graphs. In 
the future, we will explore how different choices of k affect graph nonrandom-
ness. Second, we will investigate in full the relationship between our proposed 
nonrandomness measures (especially graph nonrandomness) with traditional 
measures. Traditional measures such as modularity can also be used to mea-
sure community structural property. It is interesting to compare our measures 
with traditional ones and explore how to apply the proposed nonrandomness 
framework to solve practical problems such as graph partition. We will consider 
computational complexity issues when extremely large networks are available. 
Finally, we will explore how to extend our framework to directed and weighted 
graphs.

In the second part of this paper, we have developed one spectrum-preserving 
randomization approach that can significantly improve edge-based graph random-
ization methods (Rand	Add/Del and Rand	Switch) by increasing the utility of the 
perturbed graph. We have also given a loose bound of the graph spectrum changes 
for pure randomization strategies (i.e., reallocating or switching edges randomly). 
Since the graph spectrum is closely related to many real-graph characteristics, this 
bound provides a perspective on the extent to which edge randomization affects the 
graph structure. In the future, we are interested in deriving some (tight) bound of 
graph spectrum changes for spectrum-preserving randomization strategies. We will 
also investigate the intermediate eigenvalue problem, aiming to derive conditions 
to adjust any eigenvalue (in addition to λ1 and μ2) that may indicate a certain struc-
ture character of the graph. Finally, we will investigate thoroughly how spectrum-
preserving randomization strategies protect link privacy.
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Chapter 5

Sociotechnical	Network	
Models:	A	Review

Todd Aycock, Justin Headley, Justin Floyd, and Fei Hu

5.1	 Introduction
Social networks are described as a social structure made of individuals called 
“nodes” that are tied by one or more specific types of interdependency, such as 
friendship, kinship, financial exchange, dislike, or relationships of beliefs, knowl-
edge, or prestige. Nodes are the individual actors within the networks, and ties 
are the relationships between the actors. There can be many kinds of ties between 
the nodes. Network analysis focuses on relations among actors, and not individual 
actors and their attributes.

This chapter will explain in details on probabilistic models, dynamic social net-
works, small-world models, and large-scale models.

A probabilistic model is a statistical analysis tool that estimates, on the basis of 
past (historical) data, the probability of an event occurring again using a stochastic 
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process, which is a statistical process involving a number of random variables 
depending on a variable parameter (which is usually time). The probabilistic model 
typically uses different hypotheses such as the individual interest factor, the group 
behavior factor, and the time lapse factor.

A dynamic social network can handle large dynamic multinode, multilink net-
works with different levels of uncertainty. A meta-group is used to define the main 
concept of a dynamic network. Using the hypotheses from the probabilistic model, 
a more accurate model can be created. Dynamic modeling is important to get an 
accurate representation of a network.

The small-world model uses the hypothesis that the chain of social acquain-
tances required to connect on arbitrary person anywhere in the world is gener-
ally short. We will explain the small-world phenomenon experiments by Stanley 
Milgram. We will also examine the two theorems that Kleinberg uses to study the 
ability of decentralized network control.

Large-scale models (better known as sociotechnical systems) are an approach to 
complex organizational work design that recognizes the interaction between people 
and technology in work places. The term also refers to the interaction between 
complex society infrastructure and human behavior.

5.2	 Probabilistic	Models	[2]
Social network models can benefit from a probabilistic approach. Using probabil-
ity, a network can predict the parameters, actors, and actions of these actors in the 
future. This prediction can be very advantageous to the stability and efficiency of 
the network, and it can be performed in a variety of different ways.

In one example, a learned function can be implemented as a stochastic pro-
cess. In this scenario, the test will be a realization of the stochastic process, and 
a multistep prediction will be used to test the data. Considering a social group 
structure, the actions of the actors or the actors’ paths into the future can be pre-
dicted. Based on these paths into the future, an evolving social group structure 
can be constructed. These predicted groups can be compared with the observed 
groups via the test data. The distribution of group sizes can be used to measure 
performance.

This example shows how prediction models can be integrated with learning 
models. However, the learning process is time consuming since there are so many 
possible combinations of actors that can be used to establish groups. Adding a pre-
diction model to this will only increase the time needed. Considering that there are 
N actors and K groups, at each time step there are 2NK/K ! possible actors’ combina-
tions that can be used to create and set up groups. Therefore, for T time steps, the 
complexity of finding the optimal group path is O(T × 2NK/K ) or O(T × 2K(N−logK )). 
Based on the time complexity shown here, it is easy to see how the learning process 
is very time consuming.
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Theories of probability can be used with evolution models as well. In the exam-
ple shown in Figure 5.1, there are five actors and three social groups involved with 
the model. This probabilistic social group evolution model shows that, based on 
the properties of itself and other actors, α1 decides to join a new group through the 
stochastic process shown as Action() in Figure 5.1. This stochastic process depends 
on a set of parameters θaction, with other possible actions including leaving a group 
and doing nothing.

To find the information on which group to join, α1 must gather information 
through its neighbors α2 and α4. This information includes which groups the neigh-
bors belong to. Based on these references, α1 can infer that the possible groups to 
join are G2 and G3 in the case shown in Figure 5.1. Based on its own actor qualifi-
cations, α1 then decides which group to apply to. This decision weighs the actor’s 
qualifications as measured by the average rank (by all groups) and qualification 
thresholds and sizes of the potential joining groups.

Once α1 decides to join a group, it must apply to the specific group it has 
decided to join. This can be accomplished through a stochastic handshaking pro-
cess. First, α1 decides to “apply” to group G2. At this point, G2 decides whether or 
not to accept α1 as a part of its group. This process is governed by a set of parameters 
θgroup and is depicted in Figure 5.2 as Group(). This process is similar to the one 
used to decide which group the actor wants to join, and the same actor qualifica-
tions are used in the group’s decision.

Another example of using a probabilistic approach to describing social network 
models is presented in Reference 2. In considering an online social network, a dynamic 
probability model can be used, and this model is stated in three hypotheses.

The first hypothesis states that, through the individual interest factor, it can 
be assumed that the more times one user attends a discussion about a topic T, the 

G1

G3
G2

JOINAction()

a4
a2

a3

a1

a5

Figure	 5.1	 A	 probabilistic	 social	 group	 evolution	 model;	 before	 JOIN	 action.	
(From	 H.-C.	 Chen	 et	 al.,	 Personalization	 inferring	 agent	 dynamics	 from	 social	
communication	networks,	in	International Conference on Knowledge Discovery 
and Data Mining,	2007,	pp.	36–45.)
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higher the probability that the user will attend the same discussion in the future. 
Based on the assumption that each user has his or her own unique interest in a par-
ticular discussion topic contents, if one user has attended the same discussion often 
in over a period of time in the past, then that user would be much more interested 
in that particular topic. Therefore, the user would be much more likely to discuss 
the topic again in the future and attend that same discussion in the future.

The second hypothesis states that, through the group behavior factor, it can be 
assumed that if the group of users that attend a discussion about topic T increases, 
then there will be a higher probability that one of the users will attend the discus-
sion again in the future. This hypothesis is similar to the first in many respects 
and, in some ways, is simply an addition to it with different characteristics. It also 
can be stated similarly that if the group of users develop their own unique interests 
and that group grows larger, then the group will be much more likely to revisit the 
discussion and continue it in the future.

The third and final hypothesis states that, through the time lapse factor, it can 
be assumed that the longer the interval between the present and peak time becomes, 
the lower the probability that users will attend the discussion in the future. This 
hypothesis continues with the concepts of interest in topics and expands to include 
the whole-time factor. Sensibly, the more the time between topic discussions 
attended, the less memorable the topic will become to the user and, therefore, the 
less interest will be shown in it. As interest lowers for a topic, the probability of 
the user attending a discussion on this same topic grows smaller, as stated in the 
hypothesis.

Based on the first hypothesis, a behavior tendency function can be developed, 
f(x–). This function takes input variables of a and time n. The function calculates 
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JOIN Enter Group()

a4
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Figure	 5.2	 A	 probabilistic	 social	 group	 evolution	 model;	 after	 JOIN	 action.	
(From	 H.-C.	 Chen	 et	 al.,	 Personalization	 inferring	 agent	 dynamics	 from	 social	
communication	networks,	in	International Conference on Knowledge Discovery 
and Data Mining,	2007,	pp.	36–45.)
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the tendency probability of a user’s behavior based on the user’s individual interest 
in a topic.

 
f x k e kx x ki

i
i

s
n n i( ) ,( )= ∗ >− − −

=
−∏ 2

1

2 1  (5.1)

The function f(x–) also interprets the input variables xn, which is the behavior 
state of user a about discussing the topic at time n. When the variable xn is 1, 
the function value is directly proportional to user a’s probability of attending a 
discussion on the topic at time n. When the variable xn is 0, the function value is 
not directly proportional to the probability of user a attending a discussion on the 
topic at time n. The variable ki is a parameter that must be estimated, while s is the 
available duration of the individual interest factor. This individual interest factor is 
when the user’s behavior at time	n only associates with the behavior from time n 	− s 
to time n − 1. This value can be evaluated by experience.

The more frequent xn−i equals xn, the larger the output of the function will 
be and, therefore, the larger the probability. This can be stated as, the more fre-
quently that the predicted behavior of a user a at time n is the same as the previous 
behavior at time  n − i, the more probable that the predicted behavior will happen. 
Conversely, the less frequently the behavior of user a at time n is the same as the 
previous behavior, then it will be less probable that the predicted behavior will hap-
pen in the future.

Next, considering the second hypothesis, another formula can be derived. This 
formula is determined on the premise that, as more users attend a group discussion, 
the attending users will attract other users to join, causing more users to attend 
and, therefore, increasing any user’s probability. The original users that influence 
other users will also be more likely to attend after attracting a larger group. Based 
on this concept, the behavior tendency function	h(x–)is given for a user a at time n. 
The function calculates the probability of the behavior trend by the group behavior. 
This behavior tendency function is as follows:
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This function requires the derivation of r from another formula, the changing ratio 
of the number of users, which is as follows:
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In the changing ratio of the number of users function ||G(n	− j)|| represents the total 
number of users who attend the discussion at time n	–	j. The output, r, is derived 
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by dividing the total number of users who are involved from time n	–	j to n	–	j – 2 
with the total number of users involved from time n	–	j	–	1 to n	–	j	–	3. If this total 
number decreases as time goes on, r will turn out to be less than 1.

In the original function, the behavior tendency function s’ is the available dura-
tion of the group behavior factor, meaning that user a’s behavior at time n only 
associates with the group behavior during the timeframe (n	−	s’, n	−	1). The variable 
lj is a parameter that must be estimated, much like the variable ki from the behavior 
tendency function from the first hypothesis. The variable xn is the predicting behav-
ior state of user a at time n. If this variable is equal to 1, then r will be larger than 
1 more frequently than if xn does not equal 1. This shows that, as the total number 
of users who attend the topic discussion increases, the higher the probability that 
one of the user’s behavior in the future will be to attend the same discussion on the 
same topic.

Finally, based on the third and final hypothesis, a final formula can be derived. 
This final formula is based on the premise that a given user will no longer be inter-
ested in a specific topic after a long-enough period of time has passed since the last 
topic discussion was attended by the user. Also, the total number of  participators 
will decrease after the peak time, the time when the largest numbers of users attend. 
This decline rate will increase with the augmentation of the interval form from the 
peak time. Based on these statements, the following formula is given:

 
g x

n t p xn
( )

( )
,=

−
>

∗

1 0
λ

λ  (5.4)

This final behavior tendency function, g(x–), is given for a specific user a at a given 
time n. This formula calculates the probability of behavior trend by the time lapse 
factor. The value n is actually the time point that will be predicted, and tp is the 
peak time or the time between the time interval (0, n) when the number of par-
ticipators was the largest. The value λ is the lapse exponential coefficient, which is 
typically between 0.5 and 1, and this value must be evaluated by experience. The 
value xn represents the predicting behavior state of user a at time n.

In this particular behavior tendency function, g(x–), if xn is equal to 1, then g(x–) 
will be greater than 1, whereas the larger n becomes, the smaller g(x–) will be. This 
shows that the longer the interval from the peak time to the predicted time, the 
lower the probability of the user attending the discussion on the same topic again 
in the future. Also, when xn is equal to 0, the output will be 1.

Given these three hypotheses, the final behavior tendency function χ(x–) is given 
as follows for user a at time n:

 P x x f x h x g xn( ) ( ) ( ) ( ) ( )∼ χ = ∗ ∗  (5.5)

The value P(xn	) represents the probability of the tendency of attending the dis-
cussion. This probability positively correlates with χ( )x  as shown in the formula. 
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Combining the variables of the original three formulas and simplifying, the follow-
ing final formula is given:
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The final step is to estimate the parameters ki and lj	. Using the maximum  likelihood 
estimation (MLE) method, the following formulas could be determined:
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The variables are the same as in the previous equations, except for the addition 
of new variables q and A. The variable q represents a total number of users in the 
model, and the variable A represents the universal set of behaviors and users. If xn is 
set as 1, then the value of χ( )x  will have a positive correlation with P(xn).

The results from testing this probability model are shown as follows:
It can be observed from Figures 5.3–5.5 that the predicted and actual results 

are very similar and, in fact, are relatively correlated. Figure 5.4 represents the best 
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Figure	 5.3	 Predicted	 and	 actual	 results	 from	 topic	 1.	 (From	 Y.	 Zhou	 et	 al.,	
Predicting	the	tendency	of	topic	discussion	on	the	online	social	networks	using	a	
dynamic	probability	model,	in	Conference on Hypertext and Hypermedia,	2008,	
pp.	7–11.)
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possible match between predicted and actual results, while Figures  5.3 and 5.5 
show similar matches for most times, except for small periods of time where the 
number of users diverges.

Since Figures  5.3–5.5 prove the validity of the probability model, the final 
observation is that the experience parameters notably influence the output of the 
function. These three experience parameters are s, s’, and λ. For parameter s, a larger 
value will cause the predicting result to properly coincide with the mean value of 
the real data [1]. The proper value of s can be set according to the individual aim 
of the model’s application. Parameter s’ determines the time constraints that the 
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Figure	 5.4	 Predicted	 and	 actual	 results	 from	 topic	 2.	 (From	 Y.	 Zhou	 et	 al.,	
Predicting	the	tendency	of	topic	discussion	on	the	online	social	networks	using	a	
dynamic	probability	model,	in	Conference on Hypertext and Hypermedia,	2008,	
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Figure	 5.5	 Predicted	 and	 actual	 results	 from	 topic	 3.	 (From	 Y.	 Zhou	 et	 al.,	
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user’s behavior will associate with the group’s behavior. Values of 3, 4, and 5 are 
appropriate but, typically, value 3 is used due to its appeal at reducing algorithm 
complexity. The final experience parameter, λ, correlates the decay rate of the user’s 
interest with the elapsed time. This value can be changed between 0.3, 0.6, and 0.9, 
with 0.3 projecting the curve above the real data, 0.6 coinciding with the real data, 
and 0.9 projecting the curve under the real data. This is useful in finding the lower 
and upper bounds of the equation data.

In conclusion, probability models are very useful in the modeling of social net-
works. Using probability, predictions can be made accurately, and entire network 
structures can be defined simply by one or two equations. Since there is a need for 
predictability in network modeling, probabilistic models are highly advantageous 
to the development of an experimental social network model design.

5.3	 Dynamic	Social	Networks	[3]
Social networks are highly different from other types of networks in that they are 
extremely dynamic. A social network structure is constantly changing and updat-
ing due to the human and social element involved. Most analyses of social networks 
have involved static computations, but adapting mathematical and computational 
frameworks that involve dynamic aspects are becoming more popular.

In the standard static network models, time is essentially discarded. This 
static nature can introduce inaccuracies and inexact data regarding data pat-
terns [2]. This is because many patterns of dynamic data can be used to form the 
same static results, which is inconclusive and incorrect. Static models also prevent 
information about cause and effect and consequences from being recorded and 
analyzed.

The main concept defined to represent a dynamic network model is a meta-
group. An individual user is a member of a given meta-group if the number of 
groups to which that user belongs is at least an a	priori chosen membership thresh-
old function. The following two rules must be adhered to:

 ◾ No two groups in the meta-group can be in the same partition, and the groups 
are ordered by partition time steps.

 ◾ The consecutive groups in the meta-group are similar due to a certain func-
tion and parameters.

Three values, α (persistence), β (turnover), and γ (membership), give the meaning of 
a group. The framework is independent of the definitions and capable of providing 
significant information and data. Using a weighted multipartite directed acyclic 
graph, the conceptual representation is made. The graph is acyclic since all edges 
move forward to another point in time and never backward or sideways. The graph 
is called a meta-group β-graph.
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Metagroup statistics can be calculated quickly and efficiently using standard 
dynamic programming algorithms. Three example algorithms, total number of 
meta-groups, average meta-group length, and maximal meta-group length, are as 
follows [3].
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Most of the algorithms would involve simple loops and minimal computations. 
Other meta-group characteristics that can be calculated are the most persistent 
meta-group, the most stable meta-group, and the largest meta-group. To find the 
most persistent meta-group, one must simply find a meta-group that maximizes the 
number of groups associated with it. This is equivalent to finding the longest path 
of DAG. To find the most stable (least turnover) meta-group, one must find the 
meta-group with maximum sum of edge weights divided by the length of the path. 
Once again, this is equivalent to a path found using dynamic programming on a 
DAG. Finally, to find the largest meta-group, one must find the meta-group that 
maximizes the number of members of the meta-group.

Combining aspects from dynamic modeling and probabilistic models, a more 
accurate model can be described. The main factors of this model are individual 
interest, group behavior, and time lapse. Using these factors, a dynamic probability 
model can be used to predict the user’s behavior. It is important to realize the major 
distinctions involving dynamic modeling theories that allow the model to predict 
the future accurately.

The main idea is the concept of using time as a factor in the model. A static model 
will represent a single point in time, which obviously leads to smaller  equations and 
less complexity in general. However, dynamic models provide a new aspect to look 
at internally. Using discrete time steps, new features can be added to the equations, 
allowing us to observe patterns in change. This observation of patterns is important 
in the creation of a probabilistic model. Probability itself can be implemented stati-
cally, but to use probability in this particular case, time must be used as a factor.

The concept of dynamic network modeling can also be seen in large-scale net-
works. In Reference 4, using a simulation-based approach to understand large-scale 
social networks is discussed. Important to this simulation approach are the formal 
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mathematical and computational theories combined with the novel methods of 
designing and analyzing large dynamic networks.

In this model design, the problem of detecting breaks in the network is given. 
A simple static analysis of this network would not provide the adequate results one 
would desire. However, through dynamic modeling, an optimal design of an ad 
hoc network could be produced. To effectively model an ad hoc network, dynamic 
analysis would need to be used in order to understand the reaction of the nodes of 
the network.

Finally, dynamic modeling can be used to determine groups. Group  membership 
is important in the modeling of social networks, and it is not hard to see that groups 
will likely change to dynamical, and not remain static. This concept of dynamical 
groups can be best explained using a dynamic group layout view. A group layout 
view focuses more on the shared patterns of group membership instead of specific 
actors involved in the groups. As opposed to a fixed-entity layout view, the dynamic 
group layout view uses shared regions and time windows. This time window is 
important to the concept of dynamic group modeling. As time changes, both the 
region a group belongs to and the group membership changes. This feature alone is 
what causes this model to correctly represent a dynamic environment.

Dynamic modeling is important in obtaining an accurate representation of a 
network, whether it be social or infrastructure. The equations and concepts involved 
with a dynamic-modeled network are considerably more complicated, and the 
computation time is much greater. However, to correctly assess a social network, 
dynamic modeling is the most reliable method. In addition, dynamic modeling is 
important to the development of probabilistic models, which are also very important 
to the accurate definition of a social network. Combining these two types of models 
can provide a robust description of a network, which can be used in simulations to 
correctly predict future events.

5.4	 Small-World	Models	[5]
Another type of social network model is the small-world model. This type of model 
is based on the principle that we are all linked by a short chain of acquaintances. 
The common theory is that any two people in the United States are connected by 
at most six degrees of separation. Since the birth of experimental study in this area 
in the 1960s, several network models have been proposed to study the phenomena 
analytically.

While these models have been useful in the development of the field, they have 
all fallen short of explaining how individuals using local information are very good 
at building short paths between two points in a social network. Kleinberg [5], has 
formulated a new model that accounts for this issue. He defines an infinite family 
of network models and shows that, for one of these models, there is a decentralized 
algorithm capable of finding short paths with high probability.
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Some of the compelling experiments done on the small-world phenomenon 
were those conducted by Stanley Milgram and his coworkers in the 1960s. The 
objective was to find links between any two people in the United States that did 
not know each other. In the experiment, a source person would be given a letter 
to send to a target person, with only their name and address being given. The 
source would then be instructed to give the letter to someone they knew on a first-
name basis in order to transmit the letter. This next person would be given the 
same instructions. This would continue until the letter was received by the target. 
The results of the experiment showed that the average number of people between 
each source and target was between five and six, and hence the “six degrees of 
separation.”

Models of this phenomenon have focused on the question of why there exists 
this chain of acquaintances between two random strangers. An early theory was 
that uniformly random social networks have a low diameter. This means that two 
people grouped together in a random network with symmetric acquaintanceship 
would be linked by a short chain with high probability. However, the low diameter 
in Milgram’s experiments would not be achieved if the network was too clustered.

The results of Milgram’s experiments really had two amazing features. The first 
was that these links between two people actually exist, and the second was that 
people could actually find these connections while knowing so little about their 
target person. While other models focused on the first of these, Kleinberg’s paper 
chooses to study the question of how people are able to find these links.

While it is easy to picture networks in which short chains exist, no mechanism 
based solely on local information can find them. The fact that it is possible for people 
to find them suggests that there are latent navigational hints embedded in the net-
work by which messages can be guided quickly from source to target. Kleinberg’s 
work studies decentralized algorithms in which individuals attempt to transmit a 
message along a short path knowing only the locations of their acquaintances.

To design this model, Kleinberg chooses a two-dimensional grid with directed 
edges (Figure 5.6). The nodes of the grid represent individuals. The local contacts 
of each node are the nodes that are within a lattice distance p. Long-range contacts 
are represented by directed edges from u to q, and other nodes are constructed using 
the universal constants q.≥ 0 and r.≥ 0. The i-th directed edge from u has endpoint 
v with probability to [d(u,v)]-r.

This model is easy to visualize: the nodes represent people on a grid who know 
their neighbors for a number of steps in all directions and have a few long-distance 
acquaintances. If.p and.q are constants, then different families of network models 
can be obtained by varying r. Increasing r increases the clustering of a node’s long-
range contacts near its vicinity. In this way, r is a basic parameter representing how 
widely networked the underlying society of nodes is.

Selecting two arbitrary nodes in the network, s and t, we try to transmit a mes-
sage from s to t in as few steps as possible. As in the Milgram study, the message is 
passed from the current holder to one of its local or long-range contacts using only 
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local information. Mechanisms guiding this are what institute decentralized algo-
rithms. The local information available to each holder, u, is as follows [5]:

 1. Neighboring contacts among all nodes (i.e., the grid structure)
 2. The location of the target t
 3. The locations of long-distance contacts of all nodes

With this, u must pass the message on to one of its contacts, v, without knowing 
which of its long-range contacts have not touched the message. It is of interest to 
find the number of steps taken by the algorithm to deliver the message over a net-
work generated according to an inverse r-th-power distribution, from a source to a 
target chosen uniformly at random from the set of nodes. This number is called the 
expected delivery time. If u had any global knowledge of the nodes in the network, 
the shortest path could be found with a simple search.

Kleinberg then moves on to study how the ability of a decentralized algorithm 
to construct a short path is affected by the structure of the network. Noting that 
r = 0 results in the uniform distribution over long-range contacts, Kleinberg states 
his first theorem regarding the notion that there is no way for a decentralized algo-
rithm to find short chains in the network. His Theorem	1 states [5]:

There	is	a	constant	α0,	depending	on	p	and	q	but	independent	of	n,	so	that	
when	r	=	0,	the	expected	delivery	time	of	any	decentralized	algorithm	is	at	
least	α0n2/3.	(Hence	exponential	in	the	expected	minimum	path	length.)

As r increases, the long-range contacts will be closer to u.and can be used more 
frequently since they have a higher chance of being able to move the message in 
a certain direction. On the other hand, they will not be as useful in moving the 

(a) (b)
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Figure	5.6	 (A)	A	two-dimensional	grid	network	with	n	=	6,	p	=	1,	and	q	=	0.	(B)	
The	contacts	of	a	node	u	with	p	=	1	and	q	=	2.	v	and	w	are	the	two	long-range	
contacts.	 (From	J.	Kleinberg,	The	small-world	phenomenon:	An	algorithm	per-
spective,	Annual ACM Symposium on Theory of Computing,	2000,	pp.	163–170.)
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message over longer distances. Kleinberg states that the value of r that best balances 
this trade-off algorithmically is r = 2, which brings us to his Theorem	2.[5]:

There	is	a	decentralized	algorithm	A	and	a	constant	α2,	independent	of	n,	
so	that	when	r	=	2	and	p	=	q	=	1,	the	expected	delivery	time	of	A	is	at	most	
α2(log	n)2.

The consequence of these two theorems is that, when long-range contacts are 
made independently of the grid geometry, short chains will exist, but the nodes will 
not be able to find them using only local information. However, when the long-
range contacts are affected in a certain way by the grid geometry, the nodes are able 
to find these short chains. Kleinberg notes this as a fundamental consequence of 
his model. The representations of inverse r-th power distributions can be seen in 
Figures 5.7, 5.8, and 5.9.

In order to achieve the bound of Theorem 2, a decentralized algorithm must 
follow a simple rule: in each step, the current message holder u chooses a contact 
that is as close to the target t as possible, in the sense of lattice distance. One can see 
how this rule benefits from having long-range contacts in relatively close vicinity. 
With this rule, u does not even need to know anything about the previous message 
holders.

A strong characterization theorem can be shown for this family of models: r = 2 
is the only value for which there is a decentralized algorithm capable of producing 

Figure	5.7	 The	 inverse	r-th	power	distribution	with	r	=	1	and	n	=	9.	 (From	J.	
Kleinberg,	The	small-world	phenomenon:	An	algorithm	perspective,	Annual ACM 
Symposium on Theory of Computing,	2000,	pp.	163–170.)
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Figure	5.8	 The	 inverse	r-th	power	distribution	with	r	=	2	and	n	=	9.	 (From	J.	
Kleinberg,	The	small-world	phenomenon:	An	algorithm	perspective,	Annual ACM 
Symposium on Theory of Computing,	2000,	pp.	163–170.)

Figure	5.9	 The	 inverse	r-th	power	distribution	with	r	=	3	and	n	=	9.	 (From	J.	
Kleinberg,	The	small-world	phenomenon:	An	algorithm	perspective,	Annual ACM 
Symposium on Theory of Computing,	2000,	pp.	163–170.)
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chains whose length is a polynomial in log n. This leads to Kleinberg’s Theorem	3 
[5] (see Figure 10):

	 a.	Let	0	≤	r	<	2.	There	is	a	constant	αr,	depending	on	p,	q,	r	but	inde-
pendent	of	n,	so	that	the	expected	delivery	time	of	any	decentralized	
algorithm	is	at	least	αrn(2-r)/3.

	 b.	Let	r	>	2.	There	is	a	constant	αr,	depending	on	p,	q,	r	but	indepen-
dent	 of	 n,	 so	 that	 the	 expected	 delivery	 time	 of	 any	 decentralized	
algorithm	is	at	least	αrn(r-2)/(r-1).

These results can be extended beyond two dimensions to an arbitrary k dimen-
sions with constant k as well as other graphs with similar scaling properties. In 
the k-dimensional case, a decentralized algorithm can construct paths of length 
polynomial in log n if and only if r = k. The proof of these theorems uncovers a 
general structural property that brings to light the optimality of the r = 2 case for 
two-dimensional grids: it is the single exponent at which a node’s long-range con-
tacts are close to being uniformly distributed over all “distance scales.” The rest of 
the paper [5] goes into detail explaining the proofs of these theorems. The proofs 
are not covered in [5] since we are focusing on the overall explanation of the algo-
rithm along with the results and how they contribute to social networking models 
as a whole.

In conclusion, Kleinberg reiterates how these results are quite different from 
the results of previous studies, while sharing the general goal of identifying the 
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Figure	5.10	 The	lower	bound	implied	by	Theorem	3.	The	X-axis	is	the	value	of	
r;	the	Y-axis	is	the	resulting	exponent	on	n.	(From	J.	Kleinberg,	The	small-world	
phenomenon:	An	algorithm	perspective,	Annual ACM Symposium on Theory of 
Computing,	2000,	pp.	163–170.)
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qualitative characteristics of networks that make routing with local data gov-
ernable, and providing a model for reasoning about effective routing schemes in 
those networks. He believes that a more general conclusion can be drawn about 
the small-world network, which is that “correlation between local structure and 
long-range connections provides fundamental cues for finding paths through the 
network.” When this correlation is near a certain threshold, a gradient is formed 
along the long-range connections that helps individuals send the message quickly 
toward the target. As the correlation drops below the threshold, these hidden clues 
begin to die away until the long-range contacts become uniformly distributed and 
the  individuals become disoriented. The short paths still exist, but the individuals 
are not able to find them.

5.5	 Large-Scale	Models	[4,	6]
A different type of social networking model focuses on large-scale networks. These 
large networks can be found in transportation systems, electric power grids, pub-
lic health, and even the Internet. A rising common name for these networks are 
“sociotechnical systems,” where one or more social networks interact with one or 
more physical networks. In Barret et al. [4], the authors discuss the simulation and 
modeling approaches of the Basic and Applied Simulation Science group at Los 
Alamos National Laboratory.

The extremely detailed simulations that they have developed (see Figure 5.11)
allow individual agents to interact among themselves as well as the network envi-
ronment and infrastructure. They also state that their results show that simulation-
based methods are both necessary and sufficient for understanding the dynamics 
of such complex systems. These systems must be studied with the knowledge that, 
unlike physical systems, sociotechnical systems are affected not only by physical 
laws but also by human behavior, regulatory agencies, and government and private 
enterprise (Figure 5.11).

An example of why it is important to be able to model these systems is the 
recent failure of the electric power grid in northeastern United States. This failure 
affected Internet traffic, closed down financial institutions, and threw transporta-
tion systems out of control. A simulation model can show how all of these systems 
are related in a network. The simulation proposed by the authors covers transporta-
tion, urban population mobility, public health, telecommunication, and commod-
ity markets.

These simulations are based on a formal mathematical and computational the-
ory of sociotechnical simulations, along with unique methods for the design and 
analysis of large dynamic networks, and efficient data compression and regenera-
tion techniques. The networks studied are extremely large, consisting of millions of 
agents and paths. These simulations are able to represent the interactions of these 
agents in great detail.
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Usually, boorish-grained static structural analysis of sociotechnical networks is 
combined with more complicated simulation-based dynamic analysis. The authors 
believe that, together, these analyses provide useful insights for scientists, planning 
personnel, and policy makers who need to incorporate specific operational goals 
into their systems. The static structural analysis of sociotechnical networks shows 
both interesting similarities and differences that arise from the way these networks 
form and the functions they present.

To gain a clearer perception of the differences between these networks and 
the applicability of different random graph models to such networks, one must 
closely examine their properties. Table 5.1 presents a summary of some prominent 
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Figure	5.11	 Architecture	and	components	of	the	interdependent	suite	of	infra-
structure	simulations	developed	at	Los	Alamos	National	Laboratory.	The	social-
contacts	network	at	 the	 lower	 left	 is	a	 fragment	of	 the	complete	network	and	
is	obtained	by	looking	at	a	single	node	(center)	and	tracing	their	contacts	up	to	
distance	 3,	 which	 involves	 considering	 all	 nodes	 in	 the	 graph	 within	 distance	
3.	The	wireless	ad	hoc	network	at	the	lower	right	 is	obtained	by	placing	radio	
transceivers	along	city	streets.	The	bilateral-contracts	network	at	the	upper	right	
shows	contacts	between	supplier	and	consumer	pairs	in	the	city.	(From	C.	Barrett	
et al.,	Understanding	 large-scale	 social	and	 infrastructure	networks:	A	 simula-
tion-based	approach,	SIAM News,	Vol.	37,	No.	4,	pp.	1–4,	May	2004.)
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properties. In the table, the degree of a node is the number of neighbors connected 
directly to it. The “clustering coefficient” of node i	is given as ci	= 2ni/[ki	(ki	– 1)], 
where ni	is the number of edges between the neighbors of i,	and ki	is the degree of 
i. The “diameter” of the network is the maximum, over all pairs of nodes u	and v, 
of the shortest-path distance between u	and v. Some observations that follow from 
the results are

 ◾ Social and infrastructure networks are not necessarily scale-free or small-
world networks.

 ◾ Structural measures for real infrastructure and social networks are often dif-
ferent from similar measures for classic random networks.

 ◾ Social networks are characterized by high levels of local clustering. In con-
trast, many physical networks, such as power and transport networks, have 
very low clustering coefficients.

An informal definition of robustness is whether or not the deletion of a few edges 
or nodes breaks the network up into smaller components. The work of Barret 
et al. [4] shows that robustness and reliability generally differ for social and 
infrastructure networks. They found the most robust class of networks to be social 
networks, followed by mobile ad hoc networks. The least robust are transporta-
tion and electric power networks. A graph showing how different networks shatter 

Table 5.1	 Qualitative	Comparison	of	Structural	Parameters	for	Some	Real	
Social	and	Infrastructure	Networks	and	Random	Networks

Network
Average 
degree

Average 
clustering 
coefficient Diameter Robustness

Paper network Very low Very low Medium Easy to shatter

Wireless ad hoc 
network

Medium High Medium Hard to shatter

Social network High High Low Very hard to 
shatter

Erdös–Rényi 
random network

Variable Variable Low Hard to shatter

Random 
geometric graph

Medium High Large Hard to shatter

Note: The Erdös–Rényi random graph is obtained by placing each edge between a 
pair of vertices independently with a given probability. The random geo-
metric graph is obtained by placing points in a unit square uniformly at ran-
dom and adding edges between points that are within a chosen threshold 
value of distance [4].
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at different levels can be seen in Figure 5.12. As you can see, these graphs sup-
port the theory that social networks are more robust against node deletions than 
infrastructural networks. One explanation for this could be due to the underly-
ing social contacts such as those found in the small-world social-network models. 
The authors suggest that it is due to the similarity between social networks and 
“expander graphs.” This is in contrast to the similarity between ad hoc networks 
and random geometric graphs.

Expander graphs are graphs with high vertex expansion. In other words, any two 
vertices on the graph are connected by a number of disjoint paths. Infrastructural 
graphs such as power and transportation have low expansion, which in turn makes 
attacks on high degree nodes more effective than random attacks. This robustness 
of social networks can have some dangerous effects such as making it difficult to 
contain an infectious disease or even a harmful rumor.

In Bergman et al. [6], the authors focus on a different method for modeling 
large-scale social networks, namely, transitions. An example transition model would 
be the transition of horse-drawn carriages to cars, or sailing ships to steamships. 
Studying these historical transition models can help predict how current models 
are transitioning and how they can be adapted for future models. The model in 
Bergman et al. [6] combines agent-based modeling techniques and system dynam-
ics, and includes interactions of individual agents and subsystems, as well as cumu-
lative effects on system structures. To get a grasp of a transition model, focus must 
be on understanding radical, systematic sociotechnical change; in other words, 
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change that goes beyond the ordering of the current system. This kind of change 
usually happens over decades.

Transition theory highlights the interdependency of institutions and infrastruc-
tures constituting societal systems and subsystems [6]. These societal systems are 
made up of interlocking economic, social, cultural, infrastructural, and regulative 
subsystems, which are coupled with various social groups. The stability and struc-
ture of societal systems is established and reinforced through cognitive, normative, 
and regulative institutions, which are signified by the concept of a regime. A regime 
is a particular set of practices, rules, and shared assumptions that govern the system 
and its actors. It is important to note that these regimes typically focus on optimi-
zation of a system rather than innovation. This is due to habits, existing competen-
cies, past investment, regulation, prevailing norms, worldviews, and so on, acting 
to lock in patterns of behavior, and result in path dependencies for sociotechnical 
development.

In contrast to these regimes, transitions require system-exceeding innovations 
that change the entire structure of the network. To account for this, researchers 
have singled out niches as the center of radical innovations. These niches are simply 
actors or individual technologies outside or bordering the regimes. The stability of 
a regime may be compromised due to these niches, or from misalignment of actors 
within a regime. Once a threat is recognized, regime actors will mobilize resources 
from within the regime, and in some cases from within niches, to respond to it. A 
transition occurs either when a regime is transformed, or through regime change. 
In a transformation, the regime responds to the systemic and landscape changes by 
changing some of its practices and rules, and possibly replacing some institutions 
and actors. However, if a regime cannot adjust, it is overthrown and replaced by a 
regime better suited to the dynamics of the system, and hence the regime change. 
Interestingly, this model can be applied to radically different systems such as a 
transportation system or a governmental system.

5.6	 Conclusion
Social networks have been used to examine how organizations interact with each 
other, characterizing the many informal connections that link them together, as 
well as associations and connections between individuals at different organizations. 
Social network analysis is important because it has been used to help understand 
patterns of human contact. It is also important because it may also be an effec-
tive tool for mass surveillance. Furthermore, after studying the effectiveness of the 
probabilistic model, the dynamic social networks, the small world model, and the 
large-scale model, we can conclude that social network models are great tools of 
measurement.

The probabilistic model and its different hypotheses have been discussed. We 
now know that the individual interest factor, the group behavior factor, and the 
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time lapse factor intercorrelate with the dynamic social network because those 
factors create a dynamic probability model that could be used to predict a user’s 
behavior.

After discussing dynamic social networks and how they relate to the proba-
bilistic model, we have learned that large-scale networks go hand in hand with 
dynamic networks as well. This is because dynamic social networks measure on a 
rather large scale. Formal mathematical and computational theories were needed 
in conjunction with methods of designing from an analytical viewpoint of large 
dynamic networks.

By systematically understanding small-world models, one could evaluate the 
simplicity of the short chain between acquaintances. We also derived two positive 
outcomes from Milgram’s experiments. The first was that these links between two 
people actually exist, and the second that people could actually find the connection 
while not knowing a lot about their target person.

While studying large-scale models and how they relate to dynamic social net-
works, we have found that simulation-based methods are both necessary and suf-
ficient for understanding the dynamics of complex systems. From this model we 
have successfully studied transition theory and how it helps the large-scale model 
to be applied to different systems.
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Peer-to-peer content delivery has become one of the most popular Internet applica-
tions in recent years. Unlike conventional client/server systems, contents in a peer-
to-peer system are not only downloaded and consumed by users, but also generated 
and relayed by them; therefore, interactions among the users play an important 
role toward achieving efficient sharing in such systems. In this chapter, we present 
a systematic measurement study to understand the peer interactions in BitTorrent, 
which is one of the most successful file sharing systems to date. Our measurement 
consists of a series of experiments, covering microscope piece-level interactions, to 
intra-torrent network topologies, and also inter-torrent localities. Our investigation 
provides abundant evidence that explains the success of BitTorrent, but also reveals 
significant limitations in its current design, thus opening possible avenues toward 
enhancing its performance.

6.1	 An	Overview	of	BitTorrent
Among all the peer-to-peer Internet applications available, BitTorrent [17] has 
become the most popular for the sharing of large files. Recent reports have indicated 
that half of all the current Internet traffic is due to BitTorrent [1]. This popularity 
can be greatly attributed to the efficiency with which BitTorrent can distribute 
these large files.

This efficiency is partly obtained by breaking up each large file into hundreds or 
thousands of segments, or pieces, which, once downloaded by a peer, can be shared 
with others while the downloading continues. The sharing of pieces of the down-
load has been shown to be very efficient [28], allowing downloads to scale well with 
the size of the downloading population. Another aspect of BitTorrent’s efficiency 
comes from its resilience to peer departures, peer failures, and misbehaving peers. 
Many of these properties have been confirmed through both theoretical and experi-
mental studies; however, one aspect yet to be fully explored is the topology of the 
network of peers formed during a download.

We start with an overview of BitTorrent and the terminology used to describe 
it in Section 1.1.1. BitTorrent is well described in the literature, so more details can 
be found in any of the references from Section 1.2. We then discuss specific areas 
of BitTorrent that are relevant to our work, including the networks of peers formed 
by BitTorrent in Section 1.1.4.
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6.4.2 Peer Prediction Strategy ................................................................162
6.4.3 Summary ......................................................................................164

References .........................................................................................................165



Understanding Interactions among BitTorrent Peers  ◾  129

© 2011 by Taylor & Francis Group, LLC

6.1.1 Basic Operations of BitTorrent
As mentioned previously, BitTorrent breaks up each large file into hundreds or 
thousands of segments, or pieces, which, once downloaded by a peer, can be shared 
with others while the downloading continues. The torrent is the set of all peers cur-
rently downloading and uploading pieces to and from each other. It is made up of 
two types of peers: those who have the complete file (uploaders or seeders) and those 
who are still downloading it (downloaders or leechers). The influx or departure of 
peers from a torrent is called churn.

The BitTorrent system coordinates file sharing through the use of a centralized 
tracker. Upon receiving a request from a downloading peer’s client, the tracker will 
provide a random list of peers for the client to contact. The client will then contact 
each of the peers and gather information about which pieces the peers have avail-
able for download. These connected peers are the immediate neighbors of the client, 
and all the information the client has of the system comes from knowledge of its 
neighbors. There is a user-configurable limit on the maximum number of neighbors 
a client can have, which defaults to a value of 80 in most clients. There is also a limit 
on the number of connections a peer can initiate, after which it will only receive 
new connections from other peers, which defaults to a value of 40 in most clients.

Throughout the lifetime of a torrent, three stages are evident. The first is a 
startup	stage occurring at the very beginning of the torrent, at which time only the 
initial seed has all the pieces of the file. Once a single copy of all pieces is uploaded 
to the torrent, the startup stage comes to an end and a transient	stage begins. The 
transient stage is usually characterized by the rapid influx of downloaders to the 
torrent, which leads to a system with proportionally many more leechers than seed-
ers. Once this influx slows, the torrent will move towards a steady	stage, character-
ized by an unchanging number of seeders and leechers, so that the arrival rate of 
leechers must be the same as (or near to) the rate of change of leechers to seeders 
and the departure rate of seeds from the system. The amount of time spent in the 
startup stage is determined solely by the upload rate of the initial seed and the size 
of the file, while the time spent in the transient stage is determined by the popular-
ity of the torrent.

6.1.2 The Rarest-First Policy
There are many policies at work in a BitTorrent client that govern how it downloads 
pieces. One of the most important is the rarest-first policy, which is responsible for 
choosing pieces to download with the goal of ensuring that copies of pieces are uni-
formly distributed throughout the system. The client constantly updates a list of the 
pieces each of its connected peers (neighbors) has available. Using this information, 
the client can determine which set of pieces it believes to be the rarest in the torrent. 
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These rarest pieces will be selected first to download from the connected peers. Due 
to the limitations of the local knowledge each peer has, the pieces chosen to down-
load may not be the rarest in the entire torrent.

A simple alternative to the rarest-first policy is to use a random piece selection 
policy for downloading. This policy was used by the original BitTorrent client when 
it was first released, but due to the superiority of the rarest-first policy it is not in 
use by any clients today.

6.1.3 The Incentive Mechanism
There are many policies at work in a BitTorrent client that govern how peers con-
nect to other peers. One of the most important is the incentive mechanism, or 
tit-for-tat policy. It is responsible for choosing peers to upload to, with the goal of 
ensuring that peers who upload (contribute) to the system are more likely to be able 
to download. This game-theoretic method of encouraging sharing and fairness is 
built into the system to discourage free-riding peers from not uploading.

Each client notifies other peers that have pieces the client needs of the client’s 
interest in downloading from the peer. A downloading client also monitors the 
download rates it receives from its neighboring peers. The client then allows uploads 
to the peers that are interested in downloading, and that it is receiving the highest 
download rates from. This is referred to as unchoking the peer. There are a limited 
number of unchoke slots available, so a downloading peer’s neighbors will compete 
for its unchoke slots by uploading to it. In addition, in order to explore the con-
nected peers and find better peers to upload to, the client will periodically choose 
one peer at random to unchoke, which is known as optimistic	unchoking.

Each peer will have to make these decisions based only on the limited local 
knowledge it has of the system, specifically the peers it is connected to and their 
current uploading rates to it. A poor policy for making this decision could lead 
to networks that are inefficient in distributing pieces throughout the system, or 
are easily susceptible to disconnection due to departing or failing peers. Either of 
these problems would lead to a system which makes inefficient use of the uploading 
bandwidth available to replicate the file.

6.1.4 Networks in the Torrents
Given the complex relations among peers, BitTorrent actually maintains four net-
works within a torrent. Previous studies have focused on only one or two of the 
following networks, but we will investigate the properties and evolution of all four 
networks.

Connection Network. This is the network of neighbors that each peer main-
tains. These neighbors are chosen randomly by the tracker from the list of peers in 
the torrent. Each peer creates connections to the peers returned by the tracker (up 
to its limit on initiating connections) and also makes return connections to other 
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peers that connect to it (up to its maximum neighbor limit). All neighbor connec-
tions are bi-directional, so the Connection network is undirected.

Interest Network.	This network represents the interest that peers have in other 
peers. Each peer maintains a list of the pieces stored by its neighboring peers. A 
peer is interested in any neighboring peer that has a piece it does not have, and 
so this network is a subset of the Connection network. Since interest can be uni-
directional, the Interest network is directed.

Unchoked Network. This network is formed by the incentive mechanism pres-
ent in BitTorrent. Each uploading peer assigns its limited number of unchoke slots 
to certain neighboring peers in an effort to maximize the downloads that it receives 
from them. Only peers that are interested in receiving an upload are unchoked, so 
this network’s transpose is a subset of the Interest network. Since unchoking can be 
uni-directional, the Unchoked network is directed.

Download Network. This network is formed by the peers that are download-
ing from other peers. Since a peer has to be unchoked before it can download, this 
network is a subset of the Unchoked network’s transpose. Since downloading can 
be uni-directional, the Download network is directed.

We emphasize that the Connection and Unchoked networks are the most impor-
tant of these four networks. The Connection network forms the neighbor set for all of 
the peers in the system, and is a superset of the other three networks. The Unchoked 
network is necessary for the uploading and downloading of data from other peers, 
and so it is very important for the scalability and efficiency of BitTorrent.

6.2	 	Data	Exchange	among	Peers:	The	
Piece-Level	Examination

We start our examination from the microscope piece selection, which decides the 
order of pieces to download and plays an important role in achieving high-efficient 
downloading. Each peer will have to make this decision based only on the local 
knowledge it has of the system. An inadequate policy could lead to some pieces 
becoming poorly replicated, and therefore almost unavailable, while others are 
overly replicated, leading to starvation in areas of the system where new pieces are 
needed. To understand how the policy for choosing pieces in BitTorrent affects the 
system, it is necessary to examine the system-wide population of pieces available. 
This microscopic information would help to understand the dynamics and evolu-
tion of the torrent, and especially the effectiveness of the policy used by BitTorrent 
to ensure an even distribution of pieces.

We present a systematic measurement study on the distribution and evolution 
of the piece population in BitTorrent. Our measurement is based on real BitTorrent 
data gathered from both regular Internet and controlled PlanetLab torrents. The 
data is collected by multiple administered clients distributed in different parts of 
the network, which collectively offer a global view of the piece distribution.
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We examine snapshots of the population of pieces in torrents, and the evolu-
tion of the piece population over several days, mostly during the early phases of 
a torrent’s lifetime. We find that the piece distributions are generally very nar-
row, and progress to more narrow distributions quickly in response to chang-
ing conditions. This shows that the downloading policy of BitTorrent is effective 
from a piece distribution and evolution perspective, though we do find that some 
enhancements are possible to achieve an ideal piece distribution, especially for 
larger torrent.

Very little previous work has explored microscopic piece-level measurements of 
BitTorrent. Niu and Li [27] attempted a theoretical evaluation of the block	variation 
resulting from using network coding in a peer-to-peer system. Though focused on 
network coding, their results should be applicable by setting the size of network 
coding segments to 1, but they are only theoretical and do not match with our 
experimental results.

The closest work to ours is from Legout et al. [23], who administrated a single 
client and connected separately to 26 torrents of differing characteristics. Their 
results thus reflect the piece availability only in peers their single client connected 
to during the experiment, which may not be representative of the entire torrent, 
nor does it offer global knowledge of the piece population. In contrast, our work 
focuses on the global piece population by examining the number of copies of each 
piece present in every peer in the torrent. We also follow the piece population over 
time, to see how it evolves with the torrent. Some of this work has been previously 
published [15].

6.2.1 Distribution of Piece Population
We now present and analyze our measurement results for the piece populations of 
the torrents shown in Table 6.1. The results of some snapshots we took of the piece 
population in some real Internet torrents are shown in section “Snapshots.” The 
evolution of two real Internet torrents over long periods of time is shown in the 
section “Evolution.” Finally, we ran several simulated torrents on PlanetLab, the 
results of which are in section “Simulated PlanetLab Torrents.”

In order to make visual comparisons between different torrents, some normal-
ization of the data is needed. For all data, we normalize the number of copies (x-axis) 
by the total number of downloaders, so that it varies from 0 to 1. If the populations 
are all from the same torrent, the population size data (y-axis) will be normalized by 
the number of pieces, so it will also vary from 0 to 1. However, this normalization 
does not make sense when comparing different torrents’ populations, as it leads to 
a much smaller population when the number of pieces is larger. Therefore, to facili-
tate the comparison of multiple torrents, they will be normalized so that the area 
under their population distribution is 1. Since we are only interested in the width 
of these distributions, this normalization should have no effect.
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Figure 6.1 shows the snapshots of the piece populations for various real torrents. 
All four appear to be normally distributed with mean values slightly less than half 
the downloaders, indicating that they are in the transient stage. The least normally 
distributed populations are Knoppix and openSUSE, which correspond to their 
being the largest torrents. This larger torrent size results in peers having a limited 
local view of which pieces are rarest, which leads to a distortion of the normal curve 
towards some pieces having extra copies (the tails evident in Figure 6.1). The other 
two populations are small enough that a peer’s local view is nearly complete, result-
ing in a near perfect normal distribution.

Table 6.2 confirms our visual analysis of the width of the distributions. The 
largest torrent (openSUSE) has a block variation that is an order of magnitude 
larger than the others. The smallest block variation is for the FreeBSD torrent, 
which also has the fewest number of peers.

6.2.1.1 Evolution of Piece Population

To further understand the dynamics of piece population in the different stages of 
the torrent, we have also monitored torrents throughout their lifetime. It is worth 
noting that such experiments can be difficult to conduct for real Internet torrents 
because, in general, we do not know the exact start time of a torrent unless it is 
launched by ourselves. Torrents launched by ourselves, however, are not necessarily 
representative and the measurement results can be biased. Through constant online 

Table 6.1	 The	Torrents	Used	for	the	Piece	Population	
Experiments.

Torrent Name Pieces Size (MB) Leechers Clientsa

KNOPPIXb 4125 4325 169 10

FreeBSDb 5699 1494 34 10

mandrivab 2803 735 89 9

openSUSEb 14805 3881 398 9

feistyc 1387 727 65-120 20

openSUSE-2c 14977 3926 100-150 18

PlanetLab-1c 1497 784 0-340 340

PlanetLab-2c 1497 784 0-390 390

a Number of administered clients used to connect to the torrent. All 
peers are administrated clients in PlanetLab experiment.

b Snapshots of population taken.
c Evolution of population monitored.
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tracking, we did find several torrents that we began monitoring very early, and we 
now show only one of them.

6.2.1.2 The Feisty Torrents

Figure 6.2 shows the evolution of the feisty torrent over a period of 17 hours. The 
monitoring began soon after the torrent was launched, and though the number 
of leechers has already peaked, a peak is clear in the number of seeders near the 
middle of the experiment. This leads to the conclusion that this torrent was in a 

Table 6.2	 The	Block	Variation	for	the	Snapshot	
Measurements	of	Real	Internet	Torrents

Torrent Name Pieces Leechers Block Variation

KNOPPIX 4125 169 5.4 × 10–4

FreeBSD 5699 34 1.0 × 10–4

mandriva 2803 89 4.4 × 10–4

openSUSE 14805 398 2.0 × 10–3
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Figure	6.1	 The	piece	population	 snapshots	of	 four	 real	 Internet	 torrents	 (x	=	
number	of	downloaders,	N	=	number	of	pieces).
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transition from the transient stage to the steady stage as the experiment progressed. 
However, there was a large influx of peers near the 12-hour mark, probably due to 
a news posting.

Figure 6.3 shows three representative plots of the piece population in the feisty 
torrent, as well as fitted normal distributions. The piece population is seen to be 
progressing towards a more normal distribution early in the experiment, although 
it does increase in width towards the end of the experiment, as noted below by the 
block variation.

The mean is progressing towards a value of 0.5. This can be clearly seen in 
Figure 6.4, though somewhat noisy. Figure 6.5 shows the progression of the block 
variation towards a more narrow distribution, reaching a minimum block variation 
of 2 × 10–4. However, the width does increase by an order of magnitude near the 
end of the experiment after the large influx of peers occurs.

6.2.1.3 Observation from Simulated PlanetLab Torrents

The controlled PlanetLab environment enables us to closely investigate the piece 
population of a torrent in any period throughout its lifetime, and to introduce 
interesting factors that it may be hard to find in real Internet torrents. We ran 
several torrents on PlanetLab to investigate these possibilities. Now we show one 
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of them, which is a short-lived torrent, for which the results are in section “The 
PlanetLab-1 Torrent.”

6.2.1.4 The PlanetLab-1 Torrent

Figure 6.6 shows the evolution of the PlanetLab-1 torrent over the period of 12 
hours that we simulated it. This system is in the startup stage (as seen by the single 
seed that is available) through most of the experiment, transitioning to the transient 
stage after approximately 9 hours. The system then moves quickly to an end stage 
not seen in the other real torrents, as no new clients join the system but many are 
completing their download, and many are leaving the system.

Figure  6.7 shows three representative plots of the piece population in the 
PlanetLab-1 torrent, as well as fitted normal distributions. The normal distribution 
does not match the first two plots at all, as most pieces suffer from a low replica-
tion rate, while peaks higher in the population show some pieces have a much 
higher replication rate. This is due to the limited upload bandwidth of the original 
seed, and the time it takes for a single copy of the file to be present in the network 
(approximately 9 hours). However, the third population at 10 hours shows that the 
torrent takes very little time to become very narrowly distributed after the first full 
copy of all pieces are present in the network.
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The mean in this experiment, shown in Figure 6.8, progresses linearly towards 
a higher value, finishing very close to 1. Figure 6.9 shows the rapid progression of 
the block variation towards a very narrow distribution of pieces around the mean 
value once the first copy of the file is present in the network (at 9 hours). The large 
variation in the piece population in the first 6 hours is expected, as the piece popu-
lation goes from an initial stage of very narrow (all pieces have no copies), to a split 
population (some pieces have no copies), and finally to a normal distribution of 
narrow size soon after all pieces enter the system. The block variation again reaches 
a value close to 10–4 by the end of the experiment.

6.3	 	Neighbor	Selection	and	Network	Topologies:	
The	Intra-Torrent	Level	Examination

We proceed with the measurement of BitTorrent’s neighbor selection algorithms 
along with the topology of the networks formed. In particular, the resilience to 
failing and misbehaving nodes suggests that the network may be scale-free, and the 
efficiency of information distribution suggests that the network may be clustered or 
even small-world. Neither of these properties has been quantitatively measured in 
BitTorrent, and never beyond the early stages of torrents. Since BitTorrent networks 
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are highly dynamic, a clear understanding of the characteristics and evolution of 
the networks as peers arrive and depart, and during their entire lifespans, is critical 
to their performance optimization.

We describe experiments that closely examine the underlying topologies of 
torrents. These experiments capture the intricacies of forming multiple complex 
networks in BitTorrent, including the formation of four networks in a BitTorrent 
download: Connection, Interest, Unchoked, and Download. Unlike previous 
work, which was confined to the startup stage, we look at all four networks’ char-
acteristics and dynamics throughout the entire lifespan of torrents. Our results 
demonstrate that the networks exhibit fundamental differences over time. This 
suggests that the initial stage of a torrent is not sufficient to predict the overall 
performance of the system, and in order to fully examine a torrent long-term mea-
surements are needed.

We find strong evidence of scale-free characteristics in the network of peers that 
are unchoked by other peers. However, we find no clear evidence of persistent clus-
tering in any of the networks of peers that we studied, which suggests an interesting 
venue for improving BitTorrent’s performance.

Recently, several authors have examined the network topologies formed by 
BitTorrent’s neighbor selection algorithm. Urvoy-Keller and Michiardi [29] used 
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a simulated BitTorrent overlay to look at the distance of peers from the initial seed 
and the matrix of peer connections. Their results were based on a homogeneous col-
lection of peers, and were limited to the startup stage of a torrent. Al-Hamra et al. 
[4] expanded on those results through simulation with some experimental confir-
mation. They also examined the diameter of the overlay created, and the robustness 
of the overlay to the presence of churn and attacks. Legout et al. [22] performed an 
experimental evaluation with around 40 heterogeneous peers, finding interesting 
evidence of clustering in the network of peer unchokings.

Our results differ from these earlier results in several ways. We have focused 
on experimental evaluation, which captures the intricacies of the formation of 
multiple complex networks in BitTorrent. We use over 400 peers and explore the 
entire lifespans of the torrents, from the initialization stage to a steady stage. This 
enables us to quantitatively evaluate both time-invariant characteristics and those 
that evolve in different stages.

We will first look at the characteristics of the networks formed in our exper-
iment. The connectivity matrix of the peers in the experiment is presented and 
analyzed in Section 1.3.3. Finally, we will present the differing results of another 
experiment with increased churn.

6.3.1 Background of Random Graphs
A network may be presented by a graph G	=	{P,E}, where P is the set of N nodes and 
E is the set of edges, or links, that each connects two nodes in P.

Random graphs were first defined by Paul Erdős and Alfréd Rényi [16]. A ran-
dom graph is obtained by starting with a set of n vertices and adding edges between 
them randomly. Different random graph models produce different probability dis-
tributions on graphs. Most commonly studied is the Erdős-Rényi model, denoted 
G(n,p), in which every possible edge occurs independently with probability p. A 
closely related model, denoted G(n,M), assigns equal probability to all graphs with 
exactly M edges. The latter model can be viewed as a snapshot at a particular time 
(M) of the random graph process �Gn, which is a stochastic process that starts with 
n vertices and no edges and at each step adds one new edge chosen uniformly from 
the set of missing edges.

If instead we start with an infinite set of vertices, and again let every possible 
edge occur independently with probability p, then we get an object G called an 
infinite	random	graph. Except in the trivial cases when p is 0 or 1, such a G almost 
surely has the following property:

Given any n + m elements a1, … , an,b1, … , bm Î V, there is a vertex cÎ V that is 
adjacent to each of a1, … , an and is not adjacent to any of b1, … , bm.

If the vertex set is countable then there is, up to isomorphism, only a single 
graph with this property, namely the Rado graph. Thus any countably infinite ran-
dom graph is almost surely the Rado graph, which for this reason is sometimes 
called simply the random	graph.
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Another model, which generalizes the Erdős-Rényi graphs, is the random dot-
product model. A random dot-product graph associates with each vertex a real vec-
tor. The probability of an edge uv between any vertices u and v is some function of 
the dot product u.·.v of their respective vectors.

The network probability matrix models random graphs through edge probabili-
ties, which represent the probability pi,j that a given edge ei,j exists for a specified 
time period. This model is extensible to directed and undirected; weighted and 
unweighted; and static or dynamic graphs. Random regular graphs form a special 
case, with properties that may differ from random graphs in general [16].

6.3.2 Existence of Scale-Free Networks
The existence of scale-free graphs in many real-world networks was first introduced 
by Albert and Barabási [7]. They found that in many real networks, such as the 
network of actor collaboration in Hollywood, the U.S. airline system, or the World 
Wide Web, the distribution of node degrees follows a power-law. These seemingly 
randomly-formed networks thus exhibit a complex topology not accounted for in 
random graph theory. More specifically, independent of the system and the identity 
of its participants, the probability P(k) that a node in the network is connected to k 
other nodes decays as a power law, given by

 P(k)∼k–γ (6.1)

in which the power γ is usually found to be between 2 and 3 in various real net-
works [8]. This results in a large number of nodes having a small node degree and 
therefore very few neighbors, but a very small number of nodes having a large node 
degree and therefore becoming hubs in the system.

To determine if the node degrees in the network exhibit a power law distribu-
tion and to measure its exponent, we will plot the degree of each node against the 
rank of the node by degree on a log-log scale [6], as shown in Figure 6.10. The slope 
of a linear fit then yields the power law exponent, and an R2 goodness of fit value 
can also be generated to indicate the accuracy of the fit, and therefore verify the 
presence of a power-law distribution.

The scale-free nature of many real-world networks was found to be a conse-
quence of two mechanisms that were present in the construction of the network. 
The first is that the network was formed over time, and is continually evolving as 
new nodes join the network. The second is that nodes have distinguishing char-
acteristics, and new nodes will attach preferentially to existing nodes that have 
desirable characteristics. Both of these conditions also exist in many peer-to-peer 
networks [33,32], including BitTorrent. A BitTorrent network is constantly evolv-
ing, as new nodes join the system over time, complete their download, remain to 
upload to others, and then eventually leave the system. Peers in a BitTorrent system 
will also have desirable characteristics, such as a large uploading bandwidth, or 
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possession of many or all of the pieces in the system. Nodes in the BitTorrent sys-
tem can then attach to these nodes and choose them for unchoking or downloading 
from. However, the presence of scale-free characteristics in torrents has not been 
previously confirmed.

The desirability of scale-free graph characteristics comes from these networks’ 
tolerance to random node failure [5]. Due to the presence of hubs in the network, a 
random loss of a large percentage of the network (as much as 80%) will not result in 
degraded network connectivity. In a peer-to-peer system such as BitTorrent, where 
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Figure	6.10	 A	power-law	distribution	of	node	degrees.
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random node failures or departures (churn) are quite common, this resilience is 
necessary to maintain efficient sharing of the file by all nodes in the system. This is 
especially important for the Unchoked network generated by the incentive mecha-
nism, as node failures should not result in a decreased usage of the system’s total 
uploading or downloading bandwidth. The tolerance of scale-free graphs to node 
failures has also been shown to extend to misbehaving nodes in the system. This is 
also desirable in BitTorrent to avoid performance problems that could occur due to 
free-riders in the system.

As described in Section 1.3.2, we will determine if a network is scale-free by 
doing a linear fit to the node degree plot on a log-log scale. A sample node degree 
distribution and fit is shown in Figure 6.11.

Figure 6.12 shows the R2 goodness of fit values for the in-degree of the four 
networks throughout the experiment. The only network of the four that exhibited 
this power law behavior was the Unchoked network, which had an R2 goodness 
of fit value of approximately 0.9 over most of the experiment (except during the 
startup stage). This is high enough to indicate a good fit, while the other networks 
had goodness of fit values less than 0.7.

Figure 6.13 shows the power law exponent found from the fitting of the in-
degree of the nodes in the Unchoked network. The power law exponent can be seen 
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Figure	6.11	 The	node	in-degree	distribution	for	the	Unchoked	network	at	hour	
19	of	the	experiments,	and	the	resulting	fit	to	it.
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to vary quite a lot during the initial stage. However, once all the peers have joined 
the system the power law exponent quickly reaches its final value, and remains very 
steady at just over 2 through most of the transient stage and all of the steady stage.

6.3.3 Small-World Networks: Negative Results
The concept of a small-world phenomenon was first introduced by Milgram [25] to 
refer to the principle that people are linked to all others by short chains of acquain-
tances (popularly known as six	degrees	of	separation). This formulation was used by 
Watts and Strogatz to describe networks that are neither completely random, nor 
completely regular, but possess characteristics of both [31,30]. They introduce a 
measure of one of these characteristics, the cliquishness of a typical neighborhood, 
as the clustering	coefficient of the graph. They define a small-world graph as one in 
which the clustering coefficient is still large, as in regular graphs, but the measure 
of the average distance between nodes, the characteristic	path	length, is small as in 
random graphs.

Given a graph G = (V, E), the clustering coefficient Ci of a node i Î V is the 
proportion of all the possible edges between neighbors of the node that actually 
exist in the graph. A sample graph showing a single node’s neighbors and its clus-
tering coefficient is shown in Figure 6.14. For a node i of degree ki, the maximum 
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possible number of undirected edges between neighbors of the node is ki(ki – 1)/2; 
for directed edges, this is doubled. This can be visualized as the number of triangles 
that exist in the graph which include the node as one of the vertices of the triangle. 
The clustering coefficient of the graph C(G) is then the average of the clustering 
coefficients of all nodes. Watts and Strogatz show that many real-world networks 
exhibit small-world behavior [31]. They calculate the clustering coefficient for 
some networks to be: 1 for cliques, 0.79 for the network of collaborating actors in 
Hollywood, a maximum of 0.75 for circulant graphs, 0.28 for the neural network 
of Caenorhabditis	elegans, and almost 0 for random networks.

Small-world networks are desirable features to have in a communication sys-
tem, and especially in peer-to-peer file sharing systems, as they are expected to be 
efficient at delivering messages to all nodes in the system. Latora and Marchiori 
[21] measured the efficiency of the information exchange in small-world networks. 
They find that the small-world networks are both globally and locally efficient at 
exchanging information over the network. This was also examined by Comellas et. 
al. [14,13], who looked at broadcasting and the spreading of epidemics in small-
world communication networks. They find that the networks are very efficient at 
both broadcasting and the spreading of viruses, both of which are similar to the 
distribution of a file in a file-sharing system such as BitTorrent.

Many existing peer-to-peer systems (e.g., Gnutella [24], Freenet [18,36], and 
DHT-based systems [19]) are known to be small-world. It is natural to expect that 
torrents would exhibit small-world characteristics, particularly since clustering has 
been previously observed in the early stages of torrents [22].

Figure  6.15 shows the characteristic path lengths of the four networks in 
our BitTorrent experiment. Note that, for the directed Interest, Unchoked, and 
Download graphs, the path lengths were calculated on the graphs after they were 
reduced to their largest strongly connected component to avoid the disconnected 
nature of BitTorrent graphs. The characteristic path length increases rapidly during 
the startup stage, though all but the Unchoked network slow their increase even 
before the startup stage is complete. The Unchoked graph reaches its final value 
early in the transient stage, after which none of the networks vary much at all.

The characteristic path lengths for the Connection, Interest, and Download 
networks are short, due mostly to the density of the graph (430 nodes with an 
average degree of 65). The Unchoked graph’s characteristic path length is larger 
due to the reduced average degree (about 4) of nodes in this graph. Also shown 
are the characteristic path lengths of a randomly constructed graph [11] with the 
same number of nodes and edges, and with similar limits on the node degree. 
The random graph results are almost not visible, as the Connection, Interest, and 
Download graphs have nearly the same characteristic path lengths as their random 
graph counterparts. The only exception is the Unchoked graph, which is about 10% 
larger, probably due to the scale-free nature of this graph which causes it to vary 
slightly from being truly random.
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Figure 6.16 shows the clustering coefficients of the four networks in the experi-
ment. Although not shown in the figure, the coefficient starts at 1 (since it is a 
clique), and then has a sharp decline during the startup stage as the size of the 
graph increases. Once all the peers have joined the system there is some further 
decrease in the coefficients of all but the Unchoked graph during the transient 
stage. Through the end of the transient stage there are some further small oscilla-
tions in the Interest and Download graphs, until all settled into a steady stage after 
approximately 20 hours.

Although at first it seems that there is some clustering present in Figure 6.16, 
especially in the graphs of Connection, Interest, and Download peers, further inves-
tigation shows that is not the case. Figure 6.17 shows the clustering coefficients of 
the graphs when compared with (divided by) that of a similar sized random graph 
(same node and edge restrictions), which is not expected to have any clustering at 
all. Here we see that there is some clustering during the startup stage which begins 
to decrease once all the nodes have joined the system. The Unchoked graph has no 
clustering through the rest of the experiment, while the clustering of the other graphs 
reduces more slowly through the transient stage. In the steady stage, all graphs have 
almost no clustering. The increased noise in the comparison of the Unchoked graph 
with a random graph is due to its relatively tiny clustering coefficient.
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Figure	6.16	 The	clustering	coefficient	during	the	experiments.
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6.3.3.1 Connectivity Matrix

To compare with the results from previous papers [29,4], we present the connec-
tivity matrix of peer connections during the experiment. The connectivity matrix 
is a scatter plot, where a point at location (i, j) in the plot refers to the fact that 
peer i is connected to peer j. The peer index i is created by sorting the peers by 
their joining time.

Figure 6.18 shows the connectivity matrix formed after 4 hours at the end of 
the startup stage when most of the peers have joined the torrent. The fan-out shape 
from the lower left to upper right corner of the matrix occurs due to the early peers 
filling their 80-neighbor limit and refusing later connections, and is very similar 
to previous results [4] shown in Figure  6.19. However, there is some additional 
connectivity between early and late peers, which is due to some of the early peers 
being the fastest downloaders and having already completed their downloads. Once 
they become seeds they disconnect from other seeds in the system, thus freeing up 
neighbor slots for later peers. The previous results shown in Figure 6.19 were taken 
before any peers became seeds, and so do not show this feature.

Although Figure 6.18 does match well with the previous results at the early 
stages of the experiment, we now proceed further into the experiment to see how 
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Figure	6.18	 The	connectivity	matrix	at	hour	4.
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the connectivity matrix evolves. Figure  6.20 shows the connectivity matrix 4 
hours further into the experiment in the middle of the transient stage, at which 
point some peers have left and new peers have joined the system. The matrix is 
now much more random, with many early peers having lost connections to leav-
ing peers and so allowing connections from many late peers, though the fan-out is 
still visible in the lower left corner. Figure 6.21 goes further to 16 hours into the 
experiment, where the connectivity matrix becomes an almost completely random 
scattering of points, and the fan-out in the lower left is almost not visible. The 
connectivity matrix has now reached a steady stage, as shown by the similarity of 
Figures 6.21 and 6.22.

The experiment we ran with no limit on the number of neighbors a peer is 
shown in Figure 1.23. In that experiment, the connectivity matrix throughout 
the entire experiment was completely random (similar to Figure  1.22), as the 
fan-out shape in Figure 1.18 is due only to the limit on the number of neighbors 
a peer can have.

6.3.3.2 Impact of Churn

To further evaluate the impact of churn on the network topology, we varied 
the amount of churn at certain points in the system by grouping some of the peer 
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Figure	6.19	 The	connectivity	matrix	from	the	previous	results	by	Al-Hamra	et	al.
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departures and arrivals together.* This experiment was the same as in the previous 
section on the piece population in the presence of churn. As before, the increased 
churn occurs when the number of seeds decreases rapidly; for example, from 20 to 25 
hours, 40 to 50 hours, and 60 to 70 hours. Since the number of peers is limited, the 
periods between these increased churn periods exhibit a state of decreased churn as 
compared with the previous experiment. We find that this varying churn had almost 
no effect on the power law exponent or the characteristic path length of the resulting 
graphs, which are identical to the previous results shown in Figures 6.13 and 6.15.

Figure 6.24 shows the clustering coefficient for the four networks in the experiment 
with varying churn. During the initial stage, it is very similar to Figure 6.16, decreasing 
rapidly as the peers enter the system. However, after the initial stage (i.e., after 4 hours), the 
effect of the varying churn can be clearly seen on the Connection, Interest, and Download 
networks, causing their clustering coefficients to oscillate. Interestingly, the clustering 
coefficient increases during the periods of light churn and decreases during the periods of 
heavy churn. Although the varying churn continues throughout the experiment, the oscil-
lations in the clustering coefficients of these graphs are greatly reduced after 50 hours.

* The previous experiment also had churn, but the amount of churn was steady throughout the 
experiment.
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Figure	6.20	 The	connectivity	matrix	at	hour	8.
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Figure	6.21	 The	connectivity	matrix	at	hour	16.
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Figure	6.22	 The	connectivity	matrix	at	hour	32.
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the	experiments.
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6.3.4 Possible Small-World Enhancement
In Section 1.3, we found no evidence of persistent clustering in any of the four 
BitTorrent networks we studied, and therefore no small-world networks are pos-
sible. It is known that small-world networks are efficient for spreading information 
[21,14,13]. A previous study [22] has also conjectured that BitTorrent’s efficiency 
partly comes from the clustering of peers.

It is thus interesting to see whether BitTorrent networks can be made to cluster 
while maintaining a short characteristic path length, and so become small-world. 
We proposed a possible enhancement toward this direction through both theory 
and practical implementation. We also presented a theoretical attempt at increasing 
the small-world characteristics of BitTorrent networks.

6.4	 	Content	Locality:	The	Inter-Torrent	Level	Examination
Finally, we move to the inter-torrent level and focus on the locality in torrents. The 
pioneer work of T. Karagiannis et al. [20] is the first study to address the locality 
issues in P2P systems. Aiming to solve the inter-ISP traffic problem, the authors 
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studied both the real traces and simulation results. They evaluate the benefit of 
several architectures and present the concept of locality in a particular solution. 
Another work from H. Xie et al. [34] enables cooperation between peer-to-peer 
applications and ISPs by a brand new locality architecture—P4P. According to the 
large scale tests, P4P can reduce both the external traffic and the average down-
loading time. On the other hand, D. R. Choffnes et al. [12] proposed Ono—a 
BitTorrent extension that leverages on a CDN infrastructure. This approach is 
aimed to find the location of peers and group peers that are close to each other. 
R. Bindal et al. [9] also examined a novel approach to enhance BitTorrent traffic 
locality: biased neighbor selection. Using this method, a peer chooses the major-
ity, but not all, of its neighbors from peers within the same ISP. The simulation 
results show that this modification can greatly reduce the inter-ISP traffic of BT 
networks. S. L. Blond et al. [10] performed an extensive experiment-based study on 
a controlled environment. The authors show that high locality values (defined by 
[20]) enable up to two order of magnitude saving on inter-ISP links without any 
significant impact on peers’ download completion time.

However, most of these pervious studies are exclusively focused on a global infra-
structure. The content and the peer diversities are seldom discussed. Consequently, 
most BT based locality approaches are processed upon every single peer in the 
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torrent. These modifications will not only raise a remarkable overhead but also 
affect the robustness of BT networks.

6.4.1 Measurement and Analysis of AS-Level Characteristics
In this section, we for the first time examine the video torrents exclusively in BitTorrent 
networks in regards to the locality issues. The objective of this section is to investigate 
the AS-level characteristics of torrents with different contents. Such properties have 
the potential to address a more efficient locality scenario for the BitTorrent system.

In our study, we considered 30,415 video metainfo files and 44,317 nonvideo 
metainfo files. These metainfo files are manly advertised by www.btmon.com from 
Feb. 12, 2007 to Aug. 12, 2008. We developed a script that can automatically detect 
the “href” field in a given HTML file and download files ending with “.torrent.”

Within the data set, there are 316 bad metainfo files, 1027 unavailable torrents 
due to the tracker failure, and 3340 torrents have less than two peers. None of these 
abnormal torrents is included in our study.

We carry out an Internet-based measurement using the PlanetLab [3] nodes. 
We run a modified version of CTorrent [2] (CTorrent is a very typical BitTorrent 
client in FreeBSD) on more than 200 PlanetLab nodes. This program was modified 
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T a1 a2 a3 a4 a5 P(s|a) = N/M
P(a|s) = X/Y

Y:AS distribution of a
given BT swarm

M:Swarm distribution
of a given AS

s1 322 3 0 0 35

s2 0 0 62 0 0

s3 0 511 139 0 0

s4 15 0 0 477 9

s5 3 0 2 2 0

X Y

Figure	6.31	 Details	of	table	T	and	different	relationships.
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to log mainly the peer level information such as IP addresses, etc. Since the con-
tents of many Internet torrents may involve copyright problems, no content will 
be downloaded in our measurement. Moreover, a preprocess is applied to filter the 
peer information of the PlanetLab probing nodes in the raw data.

Content size is a very important characteristic in all P2P systems. Figure 6.25 
shows the distribution of content size among different data sets. We first observe 
that the contents shared by BT video torrents are mostly very large. In video tor-
rents, the mean object size is approximately 1000 MB and 90% of video contents 
are larger than 100 MB. Moreover, there are 5% of the video contents with the size 
larger than 10 GB and the maximum video size reaches nearly 20 GB. On the other 
hand, the size of nonvideo torrents is relatively small, with only 30% of the nonvideo 

Table 6.3	 Top	10	ISPs	(BT	Video	User)

AS# Peers AS Name–Internet Service Provider

1 3352 165469 TELEFONICA-DATA-ESPANA(TDE)

2 3662 129047 DNEO-OSP7-COMCAST CABLE

3 6461 127297 MFNX MFN-METROMEIDA FIBER

4 2119 113597 TELENOR-NEXTEL T.NET

5 19262 101390 VZGNI-TRANSIT-Verizon ISP

6 3301 97658 TELIANET-SWEDEN TELIANET

7 3462 96564 HINET-DATA CBG

8 4134 87392 CHINANET-BACKBONE

9 6327 86964 SHAW-SHAW COMMUNICATION

10 174 74453 COGENT COGENT/PSI

Table 6.4	 Inputs	and	Outputs

T 3352 2119 6461 3301 19262 3320

s1 382 139 135 126 112 0

S2 195 262 0 4 0 211

S3 15 143 8 6 7 0

AS# 3352 2119 6461 3301 19262 3320

E −1.471 −0.322 −0.353 −0.107 −0.005 −0.157
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contents larger than 100 MB. It also worth noting that 50% of nonvideo contents 
are less than 20 M, whereas those small contents are very few in the video torrents.

Figure 6.26 shows the cumulative distribution of BT torrent size. This distribu-
tion is relevant to the popularity of different BT contents. We learn that although 
the video torrents are mostly larger than nonvideo torrents, more than 90% tor-
rents have less than 100 peers (more than 95% torrents have less than 300 peers).

According to these basic properties, we know that the video torrents have poten-
tial to raise more inter-ISP traffic problems due to its large content size and torrent 
size. In particular, if the peers of a video torrents are uniformly distributed among 
ASes, it is more likely to generate heavy traffic through the backbone.

In order to understand such a challenge, we randomly select 8893 BT video 
torrents, and collect the AS information of every peer in each torrent. This prob-
ing is based on the “whois” command on Linux system and most replies are from 
“whois.cymru.com.” From Figure 6.27, the AS popularity of video BT peers fits the 
exponential distribution, that is, among all 2405 ASes in our measurement, most 
of them have less than 10,000 peers in total. Based on our measurement results, we 
also present the Top-10 ISPs/ASes with the most video BT peers in Table 6.3. This 
result can also be regard as the challenge and the potential requirements of P2P 
locality in these popular ASes.

We further investigate the AS distribution of different video torrents in Figure  6.28. 
In this figure, 141 small video torrents and 39 big video torrent are selected. Each point 
in the figure indicates the number of peers in the AS, and the values are all sorted in 
descending order. We can learn that the AS distribution of the large torrents are more 
uniform than that of small ones and involves more ASes.

Figures 6.29 and 6.30 show the ratio between AS cluster size and torrent size. In 
Figure 6.29, we first observe that this ratio is quite high in small torrents; the largest 
AS cluster can even reach to 30% of the torrent size. Therefore, due to the small peer 
population, these torrents already have some locality features in nature. Consequently, 
the benefit of locality mechanism will also be limited by the total peer number.

In the case of large torrents, Figure 6.30 shows that although large AS cluster is 
more likely to exist in the big torrents, its ratio to the torrent size is relatively very 
low. In particular, the largest AS clusters only have less than 6% of peers in the AS. 
Moreover, we find that the distribution of this ratio can be fitted by Mandelbrot-
Zipf distribution with α = 1.33 and q = 10. The MZipf distribution defines the 
probability of accessing an object at rank i out of N available objects as: p(i) = K/(i 
+ q)α, where K i qi

N= / +=Σ 11 ( )α , α is the skewness factor, and q ≥ 0 is the plateau 
factor. q is so called because it is the reason behind the plateau shape near to the left 
part of the distribution.

These measurement results indicate that the size of most AS clusters is quite 
small. According to the definition of locality [20], we believe that a global locality 
approach may not be our best choice. On the other hand, although there are many 
large AS clusters in the big torrents, the locality of most peers is poor in nature. 
Therefore, the peers in a large AS cluster have both the potential and incentive to 
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process the locality mechanism. The optimization of these peers is of the most 
important to both ISPs and individual users.

However, most existing locality approaches treat all peers in the torrent with the 
equal importance and changed the global peer selection mechanism. We believe that 
the random peer selection is the core of BitTorrent protocol. In particular, the com-
mon belief that BT is efficient, robust, and scalable, is mostly based on the random 
topology of such a system [4,26,35]. Therefore, a global locality mechanism will not 
only involve more overhead but also degrade the robustness of existing BitTorrent 
system. On the other hand, the challenge to design a selective locality mechanism is 
also sophisticated: It is well known that the locality mechanism must be processed 
before the form of the huge torrents. However, during the early periods, it is hard to 
predict whether a peer will belong to a large AS cluster in the future.

Fortunately, according to our measurements, we learned that the ASes are not 
independent with each other; they are highly related by sharing different peer sets of 
many torrents. Peers belonging to different ASes, on the other hand, will also have 
different features due to this relationship. Therefore, this feature has the potential 
to address a prediction method and help us with the design of a selective locality 
mechanism. Moreover, this relationship is even more useful between video torrents. 
This is quite intuitive because the video contents are more likely to have geographic 
features, which is mainly due to the language variations. For example, few people 
in Japan would like to download a video of Cantonese version.

6.4.2 Peer Prediction Strategy
In this section, we will discuss a peer prediction method based on the AS level rela-
tionships. The main idea of this approach is that, based on the preknowledge of AS 
and torrent relationship, we are trying to quantify the possible clustering features 
of a given AS. In particular, if we know the peers belonging to some ASes are more 
likely to form a big AS cluster, we can process a locality peer selection mechanism 
only to these peers once they are just arrive at the torrents. On the other hand, peers 
belonging to other ASes can be processed by the standard random peer selection to 
ensure the network robustness and connectivity.

We use ë to denote all ASes on the Internet, and use † to denote the set of exist-
ing video torrents. We define two random variables A and S in our framework. A is 
a random variable that takes on different A∈ë. The probability that A takes on the 
value a is P(A = a). S takes on values over the set of existing video torrents †. We use 
T to refer to the frequency table of A and S. The elements in the table, T(a, s), refer to 
the number of peers (in torrent s) that belong to AS a.

Two relationships can be built according to the table T. (see Figure 6.31)The first 
one is the conditional probability P(S|a). P(S|a) means that for a given AS a, the fre-
quency of torrent S belongs to a. This value can be computed by electing the column 
in the table T corresponding to a, and normalize it by the sum of this column.
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 P s a T s a T s a
a

( ) ( ) ( ), = , / ,∑  (1.2)

On the other hand, the second relationship is the conditional probability P(A|s). 
P(A|s) means that for a given torrent s, the likelihood of ASes A being used by a given 
torrent s. This value can be computed by electing the row in the table T correspond-
ing to s, and normalize it by the sum of this row. The computing detail is shown in 
Figure 6.27, and the elements distribution of table T are shown in Figure 6.28.

 P a s T s T s a
s

( ) ( ) ( ), = , / ,∑a  (1.3)

According to these two relationships. We can further compute the probability 
P(A|a). P(A|a) summarizes how AS a is associated with all other ASes A due to the 
torrent level relationship. By tally up how likely other ASes are also holding similar 
mount of peers from the same torrent, we sum over the contribution in proportion 
to how frequently torrent s is belonged to AS a.

 P A a P A s P s a P A s P s a( ) ( ) ( ) ( ) ( )| = | | + | | + ...1 1 2 2

 = | |∑
s

P A s P s a( ) ( )  (1.4)

After the computing of P(A|a), we use entropy to quantify the mount of random-
ness in the probability distribution. Note that this value is negative; large entropy 
implies AS a is weakly associated with a large number of ASes. This occurs when 
the Ases generally do not have large AS clusters. On the other hand, when the value 
of an AS is very small, the peers belonging to this AS are very likely to form a big 
AS cluster. Therefore, we can compute the entropy of P(A|a) as follows:

 Entropy a H P A a P a a logP a a
a A

( ) ( ( )) ( ) ( )= | = ʹ | ʹ |
ʹ∈
∑  (1.5)

According to the entropy value of different Ases, a modified tracker protocol will 
carry out the following selective locality process when a BT peer has arrived (Note 
that the entropy of each AS is preprocessed by computing the table T according to 
Equations 1.1–1.4; these entropy values are already existed in the trackers before 
the following steps):

Step. 1: When a peer x arrives, get the AS# a of this peer by sending the 
“whois” request.

Step.2: For a given AS# a, get the entropy of AS# a according to the results of 
Equation 1.5.
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Step.3: If this value is smaller than a preconfigured threshold e, send the peer set 
information (the sets of neighbor peers) to peer x by giving high priority to 
the neighbors that are in the same AS with x; or else send the peer set infor-
mation using random strategy.

We processed a simple validation of this proposed method by few AS information 
within three torrents. Both inputs and outputs are shown in Table 6.4, where the 
upper table is the table T and the lower table shows the entropy value of different 
ASes. According to the outputs, we learn that peers in AS# 3352, 2119 and 6461 
are more likely to form a large AS cluster than that of others.

This is obviously not a perfect result because the data in table T is limited. 
However, it still seems somewhat reasonable because Table I can validate some of 
its results, where the AS# 3352, 2119, and 6461 are all very popular ASes. Note that 
although As popularity can provide some meaningful information for the valida-
tion, it not feasible for the peer prediction. Obviously, the variation of peer number 
cannot reflect the relationship between ASes; In particular, AS# 3662 and AS# 
6461 have very similar popularity in Table 6.1; yet the peers inside these ASes are 
not necessarily having similar clustering properties.

6.4.3 Summary
In this chapter, we have discussed the interactions of BitTorrent clients, from 
microscope piece level to intra-torrent and inter-torrent levels. We have presented 
measurements on the piece populations in torrents, and investigated the effective-
ness of the rarest-first policy for piece replication from a piece distribution and 
evolutionary perspective. We have shown that the policy is quite effective once all 
pieces become available in the system, and throughout the lifetime of the torrent. 
However, some deviations from the ideal were apparent soon after creation of the 
torrent, and in some of the larger torrents studied.

We have also shown experimentally the network evolutions in a torrent, which 
we found change significantly over time. We have quantified the scale-free nature of 
one of the networks in a torrent, that of peers unchoking each other. We found that 
this scale-free nature is independent of time and the changing parameters of the 
experiment. We have also gone beyond previous studies to show that, after the very 
early stages, most of the networks in a torrent are purely random graphs with no 
clustering present. Therefore, the graphs do not exhibit the small-world character-
istics that have been found in many other peer-to-peer network overlays. However, 
the ever-present churn in a BitTorrent system may have impacted this result.

We have therefore successfully designed a tracker modification to introduce 
small-world networks into a torrent. The modification has been tested, both through 
simulation and experimentally, to have introduced a large amount of clustering, at 
the expense of only a small increase in the characteristic path length. Our changes 
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are only to the tracker, yet we have introduced these small-world characteristics into 
all four of the BitTorrent networks we considered.

In regards to the locality issues, we have studied the existing video BT torrent. 
We for the first time examined the problem through a large-scale Internet-based 
measurement and especially focused on different peer features. According to our 
measurement results, a global locality approach may not be our best choice. Peers in 
the large AS clusters are of the most importance during the locality optimization. 
Based on the relationships of different ASes, a possible peer prediction approach is 
discussed to serve our selective locality mechanism.

A distinguishing feature of our study in comparison to previous works is the 
focus on real-world measurement and low-level features such as peer and content 
diversities. The different AS relationships are also proposed for the first time from 
the BitTorrent point of view. Meanwhile, one of its limitations is that a large mount 
of data is needed to infer such a relationship. The accuracy of this approach should 
also be further examined by the real-world deployment.
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Chapter 7

Sociotechnical	
Environments	and	Assistive	
Technology	Abandonment

Stefan Parry Carmien

7.1	 Introduction
This chapter will explore the use of sociotechnical analysis in design of assistive 
technology. We will discuss assistive technology (AT) and the various user types 
(roles) that are involved in its development and adoption, with particular focus 
on the high rate of abandonment of complex assistive technology. We will con-
trast the conventional approach of studying system design and adoption using a 
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sociotechnical perspective in work environments and using the same tools in the 
context of voluntary use. Of course both of these environments are, in a funda-
mental way, voluntary; employees can always quit, but in the case of assistive tech-
nology (AT) the motivation is not so much economic and psychological (e.g., job 
satisfaction) as literally functional (i.e., ability to perform Activities of Daily Living 
(ADL)* or Instrumental Activities of Daily Living (IADL)†).

We start the discussion with defining and exploring the dimensions of assistive 
technology in design and use, with particular attention to the process of adoption 
and abandonment. Following this is a short review of the traditional process of 
sociotechnical systems and environments, looking at them from the perspective 
of typical domains studied and the evolution of the field. Within this section we 
present several practices or tools used in sociotechnical evaluation and design.

We illustrate the process of sociotechnical design of assistive technology by 
discussing MAPS (Measures of Academic Progress), a ADL task-support tool for 
persons with cognitive disabilities, following the process from participant designer 
selection and study through adoption of a prototype system and lessons learned. 
We then make a more formal comparison between “traditional” STE study and 
AT-based STE work, decomposing the elements of the MAPS system. Finally, we 
conclude with some suggestions for further work

7.2	 Assistive	Technology
Assistive technology is defined in the United States as “Any item, piece of equipment, 
or system, whether acquired commercially, modified, or customized, that is com-
monly used to increase, maintain, or improve functional capabilities of individuals 
with disabilities.” (Source: The U.S. Technology-Related Assistance for Individuals 
With Disabilities Act of 1988, Section 3.1. Public Law 100-407, August 9, 1988; 
renewed in 1998 as the Clinton Assistive Technology Act.)

Assistive technology devices can be as simple as an extender for door handles to 
allow opening of doors by people with reduced manipulative ability or as complex 
as an alternative and augmentative communications device to support communica-
tions by persons with speech disabilities, like Steven Hawkins. In this chapter we 
will be discussing high-level computer-based AT, typically for leveraging existing 
abilities by persons with cognitive disabilities to perform tasks that they would not 
be able to do without assistance. This discussion of AT is focused on complex AT 
adoption because the successful adoption process for such items (1) takes a longer 
time (weeks or months) and involves multiple roles (e.g., end users and caregivers) 

* ADLs refer to refers to six activities (bathing, dressing, transferring, using the toilet room, 
eating, and walking) that reflect the patient’s capacity for self-care.

† IADLs are tasks that enable people to live independently in the community. Examples include 
shopping, cooking, and house cleaning. IADLs support ADLs.
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and (2) since AT is designed for direct use by the end user rather than being a 
component in a solely technological system (e.g., a planetary gear in a transmis-
sion), studying AT in use must involve including in investigations all the direct 
stakeholders. These stakeholders include, besides the direct end user of the AT, pro-
fessional caregivers, familial caregivers, medical personnel, and legal and govern-
mental users, as well as those involved in the AT supply chain—from designers to 
sales to support. Studying the long-term adoption process must necessarily include 
looking at the environment of adoption (and use), as well as other parameters which 
we will explore in the section on deconstructing elements in an STE.

7.2.1 AT for Persons with Cognitive Disabilities
A unique aspect of software and systems for persons with cognitive disabilities is 
that, while the focus is on the end user, for the person with cognitive disabilities, 
design and evaluation must involve their caregiver; in fact, it may be taken as an 
axiom [3] that every system is used and must accommodate a dyad—the end user 
and a caregiver. Typically, the caregiver assists in the setting up and maintenance 
of assistive technology systems, as they often are too difficult for the person with 
cognitive disabilities to set up and keep up to date. Also pertinent and contribut-
ing to the success or failure of a design being adopted or abandoned are the lesser 
stakeholders. These include the family of the person with cognitive disabilities, the 
AT designers, product salesmen, and technical support, persons and organizations 
involved with funding the (often very expensive) AT devices, and the legal and 
regulatory personnel and systems designed to protect and respond to the needs of 
persons with cognitive disabilities. Often the motivation and goals of these differ-
ent stakeholder roles can be divergent and even conflicting.

Advanced and complex AT for the cognitively disabled can take several 
forms, which can be classified according to the function that is being supported. 
Missing or deficient executive functionality and mnemonic lack is addressed by 
systems that support task completion [2]. Mnemonic difficulty can be alleviated 
using scheduling systems [25]; missing or deficient communication functional-
ity is addressed by a wide range of augmentative and alternative communica-
tion (AAC) devices [26]. Harbingers of future AT for those with more profound 
cognitive disabilities are an application and environment that aides elders with 
Alzheimer’s in properly washing hands, COACH (cognitive orthosis for assisting 
with activites in the home) [27] using video recognition, an instrumented bath-
room, and AI to detect deviation from proper handwashing process and guided 
the end user back on track.

7.2.2 AT: Adoption and Abandonment
Device rejection is the fate of a large percentage of purchased assistive technol-
ogy [12,13]. Caregivers report that difficulties in configuring and modifying 
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configurations in assistive technology often lead to abandonment* [15], an especially 
poignant fate considering that these sorts of systems may cost thousands of dollars. 
Some experts estimate that as much as 70% [18, 23] of all such devices and systems 
are purchased and not used over the long run, particularly those designed as a cogni-
tive orthotic [17]. Causes for abandonment have many dimensions; a study by Phillips 
and Zhao reported that a “change in needs of the user” showed the strongest asso-
ciation with abandonment [21]. Thus, those devices that cannot accommodate the 
changing requirements of the users were highly likely to be abandoned. Although 
this study did not address configuration issues directly, it follows logically (and is 
confirmed by interviews with several AT experts [2, 14]) that an obstacle to device 
retention is difficulty in reconfiguring the device. A survey of abandonment causes 
lists “changes	in	consumer	functional	abilities	or	activities” as a critical component of AT 
abandonment [11]. A study by Galvin and Scherer states that one of the major causes 
for AT mismatch (and thus abandonment) is the myth that “a	users	assistive	technology	
requirements	nee	to	be	assessed	just	once” [24]; ongoing re-assessment and adjustment to 
changing needs is the appropriate response. A source for research on the other dimen-
sions of AT abandonment, and the development of outcome metrics to evaluated 
adoption success, is the ATOMS project at the University of Milwaukee [22].

Successful AT design for this population must support, the interface require-
ments for users with cognitive impairments as well as view configuration and other 
caregiver tasks as different and equally important requirements for a second-user 
interface [7]. One proven approach applies techniques such as task-oriented design 
[16] to mitigate technology abandonment problems. Research [9] and interviews 
have demonstrated that complex, multifunctional systems are the most vulnerable 
to abandonment due to the complexity of the many possible functions. Therefore, 
the initial goal was a simple system that does one (or few) things very well for a large 
range of users/caregivers with an interface that is exceptionally easy to use initially.

7.2.2.1 Abandonment Based on the “Universe of One”

People with cognitive disabilities represent a “universe of one” problem [9] (see 
Figure 7.1): a solution for one person will rarely work for another. The “universe of 
one” conceptualization includes the empirical finding that (1) unexpected	 islands	
of	abilities exist: clients can have unexpected skills and abilities that can be lever-
aged to ensure a better possibility of task accomplishment; and (2) unexpected	defi-
cits	of	abilities exist. Accessing and addressing these unexpected variations in skills 
and needs, particularly with respect to creating task support, requires an intimate 
knowledge of the client that only	caregivers can provide [8]. Currently, a substantial 
portion of all assistive technology is abandoned after initial purchase and use—as 

* There is another kind of abandonment, which is not using the system or device because the 
need no longer exists. This “good” abandonment of AT is not in the purview of the current 
study.
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high as 70% in some cases [21]—causing the consequence that the very population 
that could most benefit from technology is paying for expensive devices that end up 
in the back of closets after a short time.

AT for cognitive disabilities (and to a lesser degree all AT) presents unique 
design challenges stemming from being in the intersection of assistive technology 
and cognitive science. One aspect of this is that due to the distance between the 
experience of the designer and the end-users systems are often inappropriate or 
ineffetive in real context of use.

Individuals with cognitive disabilities are often unable to live independently due 
to their inability to perform activities of daily living, such as cooking, housework, or 
shopping. By being provided with socio-technical	environments [19] (see Figure  7.2) to 
extend their abilities and thereby their independence, these individuals can lead lives 
less dependent on others. Traditionally, training has provided support for activities of 
daily living by utilizing prompting and task segmentation techniques. Clients were 

Islands of abilities in seas of deficits:
Unexpected abilities that can be leveraged

Islands of deficits in seas of abilities:
Causes of unexpected activity failures

Figure	7.1	 Universe	of	one.

Tasks
People

(Individuals)

Community

Social
Structure

Social System Technical System

Technology

MIS
(Direct)

Figure	7.2	 Relationship	between	social	system	and	technical	system.
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prompted through specific steps in their tasks in a rehearsal mode and were expected 
to use the memorized instructions later on in their daily lives.

The research that produced MAPS was driven by three related topics of interest:

 ◾ To gain a fundamental understanding of how people with moderate to severe 
cognitive disabilities perceive and use information in prompting systems for 
tasks on mobile handheld devices;

 ◾ To engage in a theoretically grounded development process of sociotechni-
cal environments supporting mobile device customization, personalization, 
configuration by caregivers (meta-design), and effective use by clients (dis-
tributed intelligence); and

 ◾ To analyze and assess the process of adoption of MAPS by dyads of clients 
and caregivers.

MAPS was one of a number of applications and frameworks developed by the 
Cognitive Lever (CLever) project [4], a research group within the Center for 
LifeLong Learning and Design (L3D) at the University of Colorado, Boulder.

Identifying.the.Client.Community. An individual with cognitive disabilities is 
defined by the Diagnostic and Statistical Manual of Mental Disorders IV (DSM-IV) 
[1] as a person who is “significantly	limited	in	at	least	two	of	the	following	areas:	self-care,	
communication,	home	living	social/interpersonal	skills,	self-direction,	use	of	community	
resources,	 functional	academic	 skills,	work,	 leisure,	health,	and	 safety.” Four different 
degrees of cognitive disability are defined: mild, moderate, severe, and profound. The 
target populations for MAPS are individuals with cognitive disability in the mild (IQ 
50–55 to 70) and upper range of moderate (IQ 35 to 55) levels.

Independence. Independence emerged as one of the critical concepts in our 
research. Clients have the desire to live independently without the need for help and 
supervision by caregivers (similar to the desire expressed by elderly people [20]). This 
independence from human “coaches” is achieved with the availability of innovative 
tools supporting a distributed	 intelligence approach [6]: the clients’ limited inter-
nal scripts are complemented by powerful external scripts [5]. MAPS research has 
explored independence specifically in the following contexts: (1) to extend the ability 
to choose and do as many activities of daily living as possible; (2) to be employed, but 
without the constant or frequent support and supervision of a professional job coach; 
and (3) to prepare meals and to shop for weekly groceries. Independence is not at odds 
with socialization; it is the foundation of inclusion and engagement in society.

7.3	 The	MAPS	Environment
MAPS [3] consists of two major subsystems that share the same fundamental struc-
ture but present different affordances for the two sets of users: (1) MAPS-DE, for 
caregivers, employs Web-based script and template repositories that allow content 
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to be created and shared by caregivers of different abilities and experiences; and (2) 
MAPS-PR, for clients, provides external scripts that reduce the cognitive demands 
for the clients by changing the task.

7.3.1 The MAPS-Design-Environment (MAPS-DE)
The scripts needed to effectively support users are specific for particular tasks, creat-
ing the requirement that the people who know about the clients and the tasks (i.e., 
the local caregivers rather than a technologist far removed from the action) must be 
able to develop scripts. Caregivers generally have no specific professional technology 
training nor are they interested in becoming computer programmers. This creates 
the need for design environments with extensive end-user support to allow caregiv-
ers to create, store, and share scripts [10]. Figure 7.3 shows MAPS-DE for creating 
complex multimodal prompting sequences. The prototype allows sound, pictures, 
and video to be assembled by using a film-strip-based scripting metaphor.

MAPS-DE supports a multiscript version that allows caregivers to present the 
looping and forking behavior that is critical for numerous task support situations. 
MAPS-DE (see Figure 7.3) is implemented on a Microsoft OS (Windows 2000 or 
XP) platform connecting to and supporting PDAs that run the WIN-Compact 
Edition (WIN-CE) operating system.

Directory
Selection

Play
Selected
Sound

Video
Help

Script
PreviewPrompt

Scroll
Bar

Figure	7.3	 The	MAPS	Design	Environment	for	Creating	Scripts.
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7.3.2 The MAPS-Prompter (MAPS-PR)
MAPS-PR presents to clients the multimedia scripts that support the task to be 
accomplished. Its function is to display the prompt and its accompanying verbal 
instruction. MAPS-PR has a few simple controls (see Figure 7.4): (1) the touch 
screen advances the script forward one prompt, and (2) the four hardware buttons 
on the bottom are mapped to (i) back up.one prompt, (ii) replay the verbal prompt, 
(iii) advance one prompt, and (iv) activate panic/help status. The mapping of the 
buttons to functions is configurable to account for the needs of individual users 
and tasks.

The current platform for the MAPS-PR is an IPAQ 3850. The system 
was implemented for any machine that runs the WIN-CE operating system. 
MAPS-PR has cell phone and GPRS functionality. The prompter software was 
originally written in embedded Visual Basic, and then ported to the faster and 
more flexible C# .net environment. The prompter software supports single-task 
or multitask support.

The lack of support for co-evolution causes much of the abandonment [21] of 
assistive technology tools. Caregivers, who have the most intimate knowledge of 
the client, need to become the “programmer/end-user developer” of the application 
for that person by creating the needed scripts.

Frey [28] uses a schema to analyze sociotechnical systems that divides the sys-
tem into seven components. These parts: hardware, software, physical surround-
ings, people (groups or roles), procedures, laws, and data (and data structures), give 

Panic/Help Button Re-play Prompt

Script ForwardScript Backward

Touch screen
Advances Script

Figure	7.4	 The	MAPS	Prompter	(MAPS-PR).
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a good staring point for comparing different STEs and also for clarification of the 
interaction between the technical and social dimensions of an STE. Table 7.1 shows 
the comparisons between AT and Volvo [29]. Following is the decomposition of the 
MAPS system:

Hardware:.MAPS uses a PC for its MAPS-DE script designing tool, feeding 
the script composition are recorded voice prompts and images collected by a 
digital recorder and camera, respectively. MAPS scripts are played on by the 
MAPS-PR on a PDA or smart phone that runs one of the small versions of 
the windows operating system.

Software:.The MAPS system software consists of the MAPS-PR script player 
and the MAPS-DE script editor. In addition to these (and in support of 
them) are (optionally) required an image editor for the pictures illustrating 
the prompt and an audio editor for the verbal prompts. Behind this would 
be the windows desktop and small device operating systems. Because one 
of the functions not disabled in the PDA was the MP3 player (to motivate 
retention of the PDA), the MP3 player application was also sometimes used. 
Additionally, some caregivers used a text editor (like MS word) for prelimi-
nary script design. The scripts themselves were stored in a Sybase database on 
the PC and PDA, as well in as in the MAPS script template server that held 
pre-outlined typical scripts.

Physical.surroundings:.MAPS was used in two kinds of environments. The 
MAPS-RP was used wherever the end user was performing tasks with the aid 
of the scripts prompting. In the initial trials of MAPS these ranged from in 
the end user’s home to in a school to at employment (i.e., in a used-clothing 
store). As well as the MAPS-PR being used in these spaces, the caregiver 
would photograph them for script creation. The prompts we most often 
recoded were in the home, or in the case of the job coach, the office of the 
caregiver. Incidentally, in the case where the MAPS-PR PDA was being used 
as an MP3 player, the location varied with the path of the end user through-
out the day.

People:.The list of people includes not just individuals (roles) but also groups 
of people (groups). These include the designers of the MAPS system and the 
end-user co-designers. Central to the sociotechnical system are the end user 
(also referred to as the MAPS-PR user, a person with cognitive disabilities, and 
the client) the day-to-day caregiver, who may be a family member or a profes-
sional caregiver paid for by insurance, the family, or the state. Influencing the 
system at a remove are AT experts, special-ed experts and teachers (in the case 
of a young adult with cognitive disabilities), insurance personnel, and state 
funding staff. At a further remove, but still very much affecting the system, 
are school administrators and employers. Finally, intimate influences of the 
system are the end user’s immediate family and friends, as well as their peer 
groups (either in school or employment).
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Procedures:.There are several kinds of procedures in the MAPS uses several 
kinds of procedures in setting up the system in using it to guide task per-
formance. Included in the tasks required to set up the system are task seg-
mentation (i.e., breaking the task down into sections that are of the correct 
cognitive level), task rehearsal (i.e., performing the task yourself to ensure 
no implicit steps are left out), and script building. The construction of scripts 
(after the outlining has been done) requires collecting photographs of the 
task with a digital camera and recoding the verbal prompts with a computer 
and mike. The caregiver must master the art of using the MAPS-DE using 
the provided tutorial. Script assembly requires using the MAPS-DE editor 
and the operating system to identify and insert script steps into the script 
database.

Next, the caregiver has to transfer the script to the MAPS-PR from the care-
giver’s PC. The end user has to initially learn how to use the prompter by 
working with the caregiver and perhaps the MAPS designer-support person-
nel. The young adult with cognitive disabilities then is ready to use the script 
on the MAPS-PR to accomplish the task, which is embeded in a larger set of 
ADL and IADL tasks that he/she can do without external support.

Finally the caregiver has to review the script log to see if the script needs to have 
certain steps collapsed into a trigger step (collapsing scaffolding) or expended 
into several additional steps because the end user found performing them too 
difficult (expanding scaffolding).

Laws,. statutes,. and. regulations:. The MAPS system is not impacted by 
laws and regulations except inasmuch as its purchase is aided by state 
funding.

Data. and. data. structures: MAPS stores external wave files (for the record-
ing prompts) and jpg files (for the prompt images) in the caregiver’s PC. 
Completed scripts are stored in a Sybase database on the caregiver’s PC and 
scripts on the MAPS-PR are stored on a mobile lightweight version of the 
Sybase database. Additionally a Sybase database of template scripts is stored 
on a networked server, accessible through the Internet. Design documents 
used in creating scripts (i.e., task segmentation notes) may be stored in text 
documents. MAPS-PR stores a log produced by the use of a given script in a 
text file for later analysis.

7.4	 Conculation
Good AT design is then best approached from the STE perspective. The creation of 
AT for persons with cognitive disabilities is particularly a STE issue due to the com-
plexities of relationship and invasiveness ofthe technology. Following on this is the 
question ofhow best the STE approach can be formalized in AT design. Frameworks 
such as the ETHICS method [37] and the decomposition into facets as presented by 
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Frey [19J would be good places to start, most useful is the emphasis on etlmographic 
study forming the basis for understanding the potential and requirements of the situ-
ation. An explicit drawing out of stakeholders’ roles and investments in the whole 
system is illustrated in the several ethnographic studies in Mumfords works. Illustrat-
ing a similar approach is MAPS inclusion of the caregiver’s role and interface design 
which naturally flows out of approaching the problem from a STE perspective, a 
concern that is often missing in other high functioning but low adoption systems.

Developing an explicit checklist set of heuristics to incorporate STE perspec-
tive in AT design is another approach that may roll back the tremendous problem 
of abandonment; this chapter is an attempt to do just that. Finally STE’s systemic 
approach of acknowledging the dynamic interaction between user, artifact, envi-
ronment and tasks is critical for good AT design.
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8.1	 Introduction	and	Overview
Engineering design aims to create technical solutions to engineering problems 
through the use of scientific methods. It is concerned with how to improve the 
quality and efficiency of design decisions in order to develop, test, implement, and 
maintain functional and purposeful engineering systems that can satisfy demand-
ing and evolving user requirements. Traditionally, these design decisions are made 
by a small group of engineers in the same location and time zone. Recently, driven 
by market globalization, technology outsourcing, and the Internet revolution, most 
engineering designs are carried out by distributed teams that include engineers, 
architects, managers, and customers who have different backgrounds and exper-
tise. When people from different disciplines work collaboratively across the geo-
graphical and temporal boundaries, the engineering design process becomes very 
complicated since such collaborative design endeavor involves numerous technical 
and social (namely sociotechnical) issues, such as acceptability of technical design 
proposals, communication of design objectives, and keeping track of designers’ 
social interactions. In other words, the design activities are influenced not only by 
the technical factors but also by the social interactions among distributed, asyn-
chronous, and yet collaborating stakeholders.

In this highly distributed and collaborative global industry, to stay competitive 
when dealing with the challenging design problem, engineers have to count on 
effective and efficient collaboration approaches that can clearly help them under-
stand the characteristics of collaborative design activity and provide operational 
methods to improve design productivity. Compared with traditional individual 
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design, collaborative design has some intrinsic characteristics. The objectives of 
design are not homogeneous since various persons join the design team and make 
group decisions on design proposals based on their own objectives and various 
perspectives. Organizing their objectives and integrating their perspectives is a 
key challenge for the engineers who collaborate with each other on technical tasks 
and in social interactions to make rational group decisions in engineering design. 
Compounded with the temporal and geographical differences, this becomes an 
even stronger challenge that needs to be confronted by the whole engineering 
research community. However, despite its importance, the current investigation 
of the features and characteristics of group decisions in collaborative engineering 
design is more limited to practiced heuristics rather than scientific principles with 
solid theoretical foundation. In order to establish an adequate framework to sup-
port such group decision making, it is necessary to thoroughly investigate the real-
life group decision-making practices in engineering design and also study different 
schools of studies that contribute to this topic.

In real-life engineering design processes, engineers always need to negotiate 
with each other in order to reach agreement when they have conflicting opinions 
and competing demands. The ability to negotiate with multiple stakeholders who 
have different technical expertise and diverse social backgrounds (e.g., many other 
nontechnical factors) is just as important as the ability to analyze design parameters 
and build system modules in engineering design. This ability is the key to making 
a rational group decision in light of different objectives, criteria, and perspectives. 
The process through which rational decision are jointly made in collaborative engi-
neering design is indeed a collaborative negotiation process. Traditionally, nego-
tiation has been considered in a distributive context where the goals, values, and 
interests of the parties are in conflict [Sycara 1990]. However, there are many situ-
ations where integrative types of negotiation occur. In these situations, the parties 
have to collaboratively engage in a group problem-solving process characterized 
by increased cooperativeness and consensus seeking through information sharing 
and restructuring [Shakun 1988]. Engineering design is an example of such a col-
laborative negotiation process. It exemplifies situations that admit conflict needing 
negotiation. In other words, although the overall situation is collaborative, conflict 
might arise on proposing technical solutions to achieve objectives, set up evalu-
ation criteria, integrating perspectives which choosing between, and agree upon 
proposals. Such situations are very common in engineering teams where, although 
team members have common high-level goals for the entire design process they 
are engaged in, conflicts also frequently arise for a specific design task. In order to 
effectively resolve these conflicts, especially in group decision making in a distrib-
uted and asynchronous workspace such as modern engineering design, one of the 
critical requirements is to structure the negotiation arguments from multiple deci-
sion makers based on their objectives and perspectives, in order to make sure that 
all stakeholders have a common ground for negotiation and can effectively make 
group decisions through the negotiation process.
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Collaborative negotiation and conflict resolution have been well-researched 
areas for the past several decades. Although they have been examined from 
several perspectives including social science, economics, decision theory, engi-
neering design, and artificial intelligence [Nash 1950, Keeney and Raiffa 1976, 
Raiffa 1982, Davis and Smith 1983, Sycara 1991, Bui 1987, Shakun 1992], it 
is only recently that frameworks for supporting collaborative negotiation and 
conflict resolution have emerged [Kersten 1985, Durfee and Lesser 1989, Hunks 
and Gasser 1989, Jelassi and Foroughi 1989, Kersten et al., 1991, Sycara 1989, 
Lim and Benbasat 1991, Bui 1993, Bui 1994]. Although these works have devel-
oped some theoretical approaches and systematic methods to support collabora-
tive negotiation and conflict resolution in general, when facing the challenges of 
group decision-making processes in modern engineering design, none of them 
have either built theoretical foundations or provided practical guideline to iden-
tify and organize the objectives and preferences from decision makers and struc-
ture the negotiation arguments based on the technical propositions and these 
organized objectives and perspectives in order to carry out an effective collab-
orative negotiation process in the virtual space. A new framework for ground-
ing these structured arguments must be established via a thorough study of the 
existing work and deep knowledge of real-life decision-making activities. Based 
on this framework, we can develop systematic models to utilize these structure 
arguments to support effective collaborative negotiation.

Specifically, this paper presents a sociotechnical collaboration negotiation 
approach to help an engineering design team structure their negotiation argument 
with both social and technical factors and guide them through an operational and 
systematic process where their arguments can be generated, exchanged, the and 
evaluated. This approach helps stakeholders reconcile design conflicts by analyzing 
their perspectives and the evolution of these perspectives in social interaction, and 
then recommending potential conflict management strategies, such as rearranging 
the design team or refining their proposals and/or objectives. This paper also pres-
ents the design, implementation, and application of a computer supported negotia-
tion system that is being developed based on the negotiation approach presented 
here to support real-life engineering design collaboration.

The rest of this paper is organized as follows: Section 8.2 reviews the literatures 
relevant to this research work and discusses several underlying theoretical back-
grounds for the proposed approach. The overall sociotechnical collaborative nego-
tiation approach is presented in Section 8.3. It describes the integration between a 
sociotechnical co-construction process and a generic argument structure to build 
a negotiation approach for engineering design. The section explains how the design 
arguments are generated, exchanged, and evaluated. It also illustrates how we ana-
lyze stakeholders’ perspectives and their evolution in order to resolve the design 
conflicts. Section 8.4 presents the architecture and functionalities of a software pro-
totype, called IWANT, which implements, and demonstrates the application of, 
the proposed approach. As well, some ongoing case studies and empirical results are 



A Sociotechnical Collaborative Negotiation  ◾  185

© 2011 by Taylor & Francis Group, LLC

described. Lastly, Section 8.5 summarizes this presented research and outlines our 
planned future work.

8.2	 Reviews	of	Related	Studies
As mentioned in Section 8.1, the engineering design is a collaborative negotia-
tion process between various departments which have to socially interact and make 
technical decisions for engineering design tasks. This process is involved with 
multiple stakeholders who are geographically distributed, cross-disciplinary, and 
asynchronously communicating. Our challenge is to identify and organize these 
stakeholders’ objectives and perspectives, and then structure their arguments with 
this organized information in order to support their group decisions and resolve the 
decision conflicts through the collaborative negotiation process. To put the discus-
sion in perspective, this section reviews a variety of disciplines in relations to group 
decision and conflict resolution. Our previous work in collaborative negotiation is 
also discussed in this section.

8.2.1 Group Decision Studies
Decision scientists interested in group decisions have investigated various negotia-
tion models and decision analysis functionalities that help to achieve group con-
sensus among multiple interests and competing positions of stakeholders. However, 
these models and functionalities have not provided full support to decision mak-
ers who have to identify, organize, and integrate their multidisciplinary objectives 
and perspectives from distributed locations and asynchronous communications. 
The schools of study in this field include game-theoretic analysis [Rosenschein and 
Zlotkin 1994, Kraus 2001, Sandholm 2002a]; heuristic-based approaches [Faratin 
2000, Kowalczyk and Bui 2001, Fatima et al. 2002, Kraus 2001, Klein 1995]; 
and argumentation-based approaches [Kraus et al. 1998; Parsons et al. 1998; Sierra 
et al. 1998]. The details of each study in relations to our work are explained below.

Rooted in economics, game theory studies interactions between self-interested 
agents. The objective of game theory is to determine the best (i.e., most rational) 
decision a player can make, using mathematical modeling. In order to do so, the 
player must take into account the decisions that other agents can make and must 
assume that they will act rationally as well. A solution in game theory is gener-
ally found when players’ strategies are in equilibrium: a player’s strategy is the 
best response to the others’ strategies. Tools from game theory can help decision 
makers understand and predict the outcome of a negotiation and then help them 
make strategic decisions in group decision-making process [Nagarajan and Sosic 
2008]. Game theory can be divided into two main approaches. Noncooperative 
game theory is strategy oriented, meaning it studies what players will do in a spe-
cific context in order to win over their opponent. In contrast, cooperative game 
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theory studies how players can cooperate to reach a win-win situation when the 
global gains are higher with cooperation than without. A frequently mentioned 
drawback of game theoretic approaches is the perfect rationality assumption. In 
order to select the best strategy, the player must know the entire environment as 
well as the opponent’s knowledge. Otherwise, it is not possible for the player to 
estimate the most rational choice. Unfortunately, in real world situations, players 
can hide some information from their partners in the decision-making process. 
So an effective and systematic method to elicit and organize the information 
from each team member is still in need to make rational group decision using 
game theoretical approaches.

A way to overcome the game theory limitations described previously is to use 
heuristic approaches. Heuristic-based negotiation is based on search strategies where 
the objective, instead of finding the optimal solution, is to find a good solution 
in a reasonable time. Multiple approaches can be used, depending on the search 
strategy deployed. Stakeholders do not need to be perfectly rational, and informa-
tion can be kept private. Basically, the space of possible agreements is represented 
by contracts having different values for each issue. Using its own utility function, 
a stakeholder must compute the value of each contract. Proposals and counter-
proposals are exchanged over the different contracts and search terminates either 
when the time limit has been reached or when a mutually acceptable solution has 
been found. Kraus presented a review of applications of heuristics to negotiations 
and pointed out where it represents an advantage over other approaches [Kraus 
1998]. Klein worked on a simulated annealing-based approach for negotiation of 
multi-interdependent issues in contracts [Klein et al. 2003]. Rahwan has worked on 
defining a method for designing heuristics-based negotiation strategies for negotia-
tion agents by analyzing the environment and the agent capabilities [Rahwan et al. 
2007]. While heuristic methods do indeed overcome some of the shortcomings of 
game-theoretic approaches, they also have a number of disadvantages [Jennings et 
al. 2001]. First, the models often lead to outcomes that are suboptimal, because the 
information and space that the negotiation team can explore is always limited by 
the design of the heuristics method, which is usually ad hoc. Second, because of the 
ad hoc design of the heuristic method, it is very difficult to predict precisely how the 
team and stakeholders will behave and there is usually no guaranteed solution at 
the end of the execution of the heuristics. Consequently, these approaches usually 
need extensive evaluation through simulations and empirical analysis, which is not 
often available due to the resource limitation in engineering processes.

Argument-based negotiation approaches follow a generic structure of argu-
ments defined in [Toulmin 1958] which helps stakeholders lay out their negotiation 
information and meta-information into various components, and this information 
includes major claims, support data, and additional persuasive perspectives such as 
justification, degree of desire, and rebuttal condition. In the negotiation approaches 
presented previously, stakeholders cannot justify to their partner why they refuse 
an offer or what part of the offer was problematic. Proposals do not include the 



A Sociotechnical Collaborative Negotiation  ◾  187

© 2011 by Taylor & Francis Group, LLC

explanations of the positions and considerably limit the potential of negotiation. 
The idea behind argumentation-based negotiations is precisely to give this addi-
tional information (e.g., a justification about why the partner should accept a pro-
posal) to stakeholders, helping the negotiation process by identifying part of the 
support data and background information that does not get explored otherwise. 
Different authors have presented applications of argumentation-based negotiation 
models [Buttner 2006, Atkinson et al. 2005, Capobianco et al. 2005, Jennings et 
al. 2001]. These approaches can increase the efficiency of the negotiation process 
by adding information that was not used before. By revealing new information, 
the partner can be persuaded that a certain proposal is better than thought. Based 
on the advantage of these approaches in systematically and effectively organizing 
and conveying stakeholders’ perspectives, argument-based negotiation approaches 
have been our major concern in this work. One of the main limitations of these 
approaches is that the stakeholder must be able to analyze the arguments and cal-
culate their value in order to better understand the relationship between the argu-
ments, or choose one best argument. This is because, although Toulmin defined the 
generic and well-adopted argument structure, he proposed his views on argumen-
tation informally in loosely specifying how arguments relate to other arguments 
and providing little guidance as how to evaluate the best [Zeleznikow 2002]. It is 
still more intended as a way of checking and arranging arguments for overlooked 
flaws [Houp, Pearsall, and Tebeaux 1998] instead of directly supporting group 
decision-making such as specifying the relationship between the structured argu-
ment and the governing factors in decision making (e.g., stakeholders’ objectives 
and perspectives).

8.2.2 Conflict Resolution Studies
The effective ways to solve the conflict problems will enhance the team productiv-
ity and improve the quality of the product. One of the critical objectives of this 
proposed approach is to derive a theoretical basis that can be used to solve the dif-
ferent types of conflict during the design process. The current research approaches 
on design conflict management can be generally divided into three areas accord-
ing to their theoretical backgrounds. They are the artificial intelligence approach, 
economic and behavioral approach, and explicit engineering design models. Their 
details are briefly introduced below.

Many AI researchers take the problem-solving approaches to resolve design 
conflict. Their approaches build searching algorithms, capture agent dependencies, 
or develop knowledge-base systems. Some of them view collaborative design as 
a distributed dynamic interval constraint-satisfaction problem and develop algo-
rithms that use heuristics for distributed design [Campbell 1999, Tiwari and Gupta 
1995]. Klein introduced the concept of conflict resolution expertise. His approach 
used computational models that actually encode conflict resolution expertise more 
explicitly and use it to maintain the dependencies during cooperative problem 
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solving. In his cooperative design model, design agents can be viewed as being 
made up of a design component that can update and critique designs, as well as 
a conflict resolution component that resolves design agent conflict [Klein 1995]. 
Dunsus tried to use many small, cooperating, and limited-function expert systems 
to build an integrated system to investigate conflict. It provides ways of discovering 
and testing the components of negotiation, patterns of communication, functional 
primitives of design, and the types of knowledge needed [Dunskus 1995]. Wong 
proposed a cooperative problem-solving approach to handle the conflicts among 
distributed design agents [Wong 1997]. He classified conflicts into schema con-
flicts, data conflicts, and knowledge conflicts, and proposed four modes of conflict 
resolution (Inquiry, Arbitration, Persuasion, and Accommodation).

Other research works focus on the negotiation strategies of conflict resolution 
based on economic or behavioral theory. Bahler introduced a protocol of evaluating 
compromise solutions to conflicts in collaborative negotiations [Bahler 1995]. The 
protocol is based on the notions of economic utility by which design advice systems 
can recognize conflict and mediate negotiation fairly. The basic idea is to allow 
expressed preferences of design teams to be qualitative as well as  quantitative. Several 
approaches are proposed to handle conflicts in design by modeling  conflict as the 
multi-objective decision problem [Kannapan and Taylor 1994, Kraus, Wilkenfeld, 
and Zlotkin 1995, Petrie et al. 1995, Lewis and Mistree 1997, Wellman 1995]. One 
of them is concerned with global metrics for optimization, decision support, and 
negotiation. The coordination function is supported by some optimization meth-
odology, such as Pareto optimality and multi-attribute utility [Petrie et al. 1995]. 
Game theory has been used as a typical method for generating compromise solu-
tions in many research approaches. Vincent examined the role of game theory in the 
engineering design process in 1983. He examined the multi-criteria optimization 
task from the perspective of team design [Vincent 1993]. A modified game theory 
approach to multi-objective optimization has been used in conflict resolution as a 
combination of optimization steps [Rao and Freiheit 1991].

The engineering design models also have some mechanisms applicable to resolv-
ing design conflict. For instance, QFD (Quality Function Deployment) is a struc-
tured process that establishes customer value using the “voice of the customer” 
and transforms that value to design, production, and supportability process char-
acteristics [Hauser and Clausing 1988]. The result of QFD analysis is a systems 
engineering process that ensures product quality as defined by the customers. This 
is essentially a methodology to solve/mitigate the conflicts among the diversified 
customer needs, which mainly exist in the early phases of engineering design. The 
Independence Axiom in Axiomatic design [Suh 1990] states that the independence 
of Functional Requirements must be always maintained to reduce the random 
search process and minimize the iterative trial-and-error process. It claims that a 
product design that ignores this axiom will face substantial conflicts.

To summarize the above, we now discuss the contributions and limitations of the 
previous works on conflict resolution. The AI-based approaches and the economic/
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behavioral approaches mainly focus on conflict resolution itself rather than its origin 
and influence in the whole process of engineering design. However, as the design 
process is being conducted and the design environment evolving, it is difficult to 
use one category of methods to deal with all of the conflicts [Kilker 1999]. Most of 
them assume that design stakeholders are purely reasonable and their preferences 
can be represented by utility functions. However, utility theory has intrinsic limita-
tions on conflict resolution and collaboration support [Binmore 1987]. The critical 
reason is that in collaborative design, the meanings and concepts are defined during 
the interaction rather than before the interaction. Many conflicts are actually caused 
by the different objectives and competing perspectives of stakeholders. Only after 
these objectives and perspectives are identified and shared among the stakeholders, 
can utility theory take effect to handle conflict. Conflict resolution is highly coupled 
with the technical decisions and social interaction. For example, although game 
theory provides quite complicated methodologies to solve the conflict problems in 
economics, the use of them in engineering design requires a deep understanding 
of the nature of design decision making (e.g., collaborative negotiation) in order to 
adapt the game-playing models. The rightness of the analysis (e.g., build utility func-
tions and determine the strategies of players) depends on the comprehension of the 
attributes of design participants, the design tasks, and the design situation.

The other deficiency of these approaches is that they mainly can contribute to 
how to resolve the conflicts after they show up, rather than identify the source of 
these conflicts and prevent them from happening, which is actually a very effective 
way for conflict resolution. Using the engineering design models to resolve conflict 
is a prospective approach to solve the problem. But most of the current design 
models do not take supporting collaborative design as one of their primary goals. 
They assume that strictly following their guidelines will significantly reduce the 
chance of conflict. Overall, all works mentioned above suggest conflict detection 
mechanisms, define conflict resolution strategies, and provide support to manage 
the negotiation between different actors involved in the conflict. However, none of 
them identifies the objectives and analyses the perspectives of involved stakeholders 
leading to recognizing the source of conflicts, resolving these conflicts with more 
focused and operational strategy, and preventing them from happening again. This 
objective identification and perspective analysis is a critical phase for conflict reso-
lution since conflicts originate from different objectives and competing perspec-
tives. How to effectively handle this phase by structuring stakeholders’ negotiation 
arguments with this information is still a critical challenge in supporting group 
decisions and conflict resolution in engineering design.

8.2.3 Collaborative Negotiation in Engineering
As mentioned earlier, though extensive research has been done in the field of nego-
tiation, various limitations exist. Most of the existing practices have not specified a 
practical means to identify and organize objectives and perspectives among multiple 
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stakeholders, nor an operational approach to guide the stakeholders through a nego-
tiation process where their perspectives are analyzed for conflict resolution. In order 
to resolve this challenge in our work, in this section we will review our previous 
work in a well-designed Socio-Technical Co-construction Process (STCP) which 
is rooted in an Engineering Collaboration via Negotiation (ECN) paradigm and a 
Sociotechnical Framework (STF). This work helps us specify operational guidance 
for the engineering design team to carry out a negotiation process utilizing struc-
tured arguments for negotiation tasks. This section will explain these concepts (i.e., 
ECN, STF, and STCP) in details.

8.2.3.1 Engineering Collaboration via Negotiation Paradigm

Real-world negotiation tasks undertaken by engineering teams are always driven 
by many conflicting social, economical, and technical (SET) factors. Traditional 
engineering research has mainly focused on technical factors, with some recent 
efforts being extended to consider the economic factors. While recognizing the 
importance of both technical and economical considerations, our past research has 
been focusing on social factors and, more specifically, on their interactions with 
technical factors. We view an engineering team activity as a technical activity with 
a human purpose. Therefore, when a team of engineers (i.e., multiple stakeholders) 
with differing life cycle concerns come together to develop new software, it can lead 
to a complex sociotechnical campaign. To resolve this challenge, an Engineering 
Collaboration via Negotiation (ECN) paradigm is developed in our past work and 
can best support this type of sociotechnical campaign.

In this paradigm, we have defined the meanings of several key concepts that 
lay down the foundation for the research framework and process. Now we first 
give the definition of ECN: a sociotechnical negotiation activity, where a team of 
stakeholders with different expertise and mixed objectives co-construct consensual 
agreements of some engineering matter.

More details regarding the concepts used in this definition are explained 
as follows:

8.2.3.1.1 Sociotechnical

Compared with traditional approaches, ECN treats engineering decision making as a 
technical activity within dynamic social contexts instead of a purely technical activity.

8.2.3.1.2 Negotiation

With a general definition “to confer with another so as to arrive at the settlement 
of some matter,” given by Webster’s dictionary, we limit ourselves in the domain 
of engineering domain and negotiation is viewed as an on-going activity of social 
decision making, where two or more interdependent parties with some common or 
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conflicting interests engage in back-and-forth communication aimed at reaching a 
settlement.

8.2.3.1.3 Stakeholders

Stakeholders are parties with direct or indirect interests in the outcomes of a com-
mon undertaking. Regardless of whether stakeholders are directly involved in a 
decision at a particular moment, they are always given the opportunity to express 
their perspectives toward that decision in the ECN approach. The stakeholder per-
spectives evolve dynamically through the co-construction process in ECN.

8.2.3.1.4 Different Expertise

In ECN, engineering expertise must be expanded from purely natural sciences to 
include not only all social, economical, and technical (S.E.T.) knowledge but also 
the ability to negotiate effectively with other stakeholders. This expansion requires 
techniques that go beyond the traditional engineering approaches. The sociotechni-
cal framework developed in our research is an example of these new techniques and 
will be discussed in the next section.

8.2.3.1.5 Mixed Objectives

ECN focuses on the knowledge of artificial which is based on human agreements. 
Human agreements are driven by their objectives. Objectives can be in concert or 
in conflict, which in turn determines stakeholders’ various cooperative or adver-
sarial decision behaviors and leads to the final agreement or disagreement.

8.2.3.1.6 Co-Construct/Co-Construction

Co-construction is a key activity in ECN. In ECN, the stakeholders’ perspectives 
are influenced by each other and mutually modified through negotiation, and 
finally arrive at a shared reality (e.g., new knowledge in the form of consensual 
agreements) of a particular matter. This makes ECN different from the traditional 
engineering, in which the perspectives of stakeholders are assumed to be static.

8.2.3.1.7 Consensual Agreements

Unlike traditional engineering approaches that search for precise answers optimized 
for predefined objectives, the final outcomes of ECN are consensual agreements 
that suffice to meet the interests of all involved stakeholders. When stakeholders 
reach consensual agreements, it indicates that, for all parties, the payoffs from the 
consequences of joint decisions are better than if each party had decided to go-
it-alone. In ECN, consensual agreements are the consequences of joint decisions. 
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They are negotiation process dependent, and change with the stakeholders’ objec-
tives and/or social settings.

8.2.3.2 A Sociotechnical Framework

Based on this ECN paradigm, we have developed a Sociotechnical Framework (STF) 
as a foundation to pursue basic research in collaborative negotiation. The STF has 
its roots in the Social Construction Theory proposed by Peter Berger and Thomas 
Luckmann in 1966 [Berger and Luckmann 1967], which states that meaning and 
institutions (e.g., a collaborative decision during engineering design) are a jointly 
negotiated and agreed construction between those participating in an endeavor. 
More specifically, our STF uses perspective models of stakeholders to integrate 
social interactions with technical decisions, and then uses these models to manage 
decision conflicts during a co-construction process undertaken by the engineer-
ing team. As shown in Figure 8.1, the three core components of our STF research 
framework are: (1) technical decision processes undertaken by the engineering team, 
(2) perspective models of stakeholders, and (3) conflict management strategies for 
collaborative negotiation [Lu and Cai 2001]. The technical decision process refers to 
a series of tasks and states that must be performed by stakeholders according to some 
pre-established steps adapted from the specific domain practices or mandated by 
corporate policies. Perspective models describe stakeholders’ viewpoints towards the 
concepts in a particular design campaign. Conflict management provides guidance 
to reconcile decision conflicts by managing decision-making processes and helping 
stakeholders co-construct stakeholders’ perspectives.

Conflict
Management

Strategies

Technical
Decision
Processes

Stakeholder
Perspective

Models

Sociotechnical
Co-construction

Figure	8.1	 The	key	components	of	the	sociotechnical	framework.
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8.2.3.3 A Sociotechnical Co-Construction Process

Based on the foundations of ECN diagram and the STF framework, we have taken 
the next step to develop a generic engineering collaboration process through which 
can be further detailed into a collaborative negotiation process. This process, which 
we call the Sociotechnical Co-construction process (STCP), specifies eight steps 
with sufficient operational details as shown in Figure 8.2:

 I. Define a starting “baseline process” for the chosen application domains, as 
the basis to be co-constructed (i.e., changed) later, upon the agreement by all 
involved stakeholders.

 II. Identify a group of “stakeholders” who have an interest in the outcomes of, 
and will directly or indirectly participate in, the co-construction process of a 
particular collaborative campaign.

 III. Propose an initial “concept structure” for a particular engineering process to 
organize the concepts provided by the team.

 IV. Establish the initial “perspective model” for all participating stakeholders to 
express opinions for each concept in the concept structure.

 V. Build the “perspective model state diagram” (PMSD) for each concept in the 
concept structure.

 VI. Perform the “perspective analysis” on the current PMSD to understand the close-
ness or distance of different stakeholders’ perspectives at that particular moment.

 VII. Conduct the “conflict management” tasks according to the results perspec-
tive analysis.

 VIII. Obtain a “shared reality” as a result of the co-construction process. This final 
product of the STC process is a shared reality, which is a broader concept than 
traditional approaches (e.g., a finished design in terms of a product model).

The sociotechnical co-construction process (STCP) provides us with research 
context and grounds of building a new negotiation process, as STCP lays out the 
basic steps to guide the stakeholders through the process of co-constructing group 
decisions. However, stakeholders who work in STCP are required to fully share 
their proposals, objectives, and perspectives, yet they have not been guided about 
how to organize this information to structure the negotiation arguments during 
the process.

8.3	 	A	Sociotechnical	Collaborative	Negotiation	
Approach	Using	Structured	Arguments

Engineering design is a group decision-making process that is often carried by a 
team of stakeholders who cross geography, disciplinary, and temporal boundaries. 
One of the practical challenges to support the effective collaborative negotiation 
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in group decisions is to identify, organize, and integrate the competing objectives 
and varying perspectives from the distributed, cross-disciplinary, and asynchro-
nous stakeholders. Existing approaches of supporting group decision cannot satisfy 
these challenges posed by modern engineering design. To address the challenge of 
supporting collaborative negotiation for group decision making in a distributed 
and asynchronous workspace like modern engineering design, one of the critical 
requirements is to structure the negotiation arguments with organized objectives 
and perspectives from the stakeholders, in order to making sure that all stakeholders 
have a common ground for achieving mutual understanding and making rational 
group decisions for engineering design process. With the well-shared information, 
we can develop specific methods to analyze stakeholders’ perspectives and resolve 
the conflicts caused by the differences in these perspectives.

To address the aforementioned challenges, this work proposes a sociotechni-
cal collaborative negotiation approach to support the group decisions in engineer-
ing design. This approach first devises a collaborative negotiation process and then 
synthesizes it with a generic argument structure. This synthesis entails the nego-
tiation arguments to be structured with both social characteristics (e.g., including 
 stakeholders’ objectives and perspectives) and technical factors (e.g., design propos-
als). With this synthesis, the collaborative negotiation process specifies how the 
structured arguments can be generated, exchanged, and evaluated in a system-
atic way. In this process, the stakeholders’ perspectives can be analyzed to help 
 stakeholders obtain better understanding of each other’s positions and suggest 
appropriate conflict resolution strategies. The following sections define the key ter-
minologies for this approach (in Section 3.1), give an overview of this sociotechni-
cal collaborative negotiation process (in Section 3.2), propose its synthesis with the 
generic argument structure (in Section 3.3), and then (in Section 3.4) discuss the 
process in greater details.

8.3.1 Definitions of Terminologies
This work focuses on managing negotiation tasks in which a team of engineers 
must collaborate with each other to design an engineering solution. The subject 
of collaborative negotiation in engineering design is part of an emerging research 
field, called collaborative	engineering. In this new research field, collaborative engi-
neering is defined as a sociotechnical group decision-making process, whereby a 
team of engineers collaborate to resolve conflicts, bargain for individual or collec-
tive advantages, agree upon courses of action, and/or craft joint decisions that serve 
their mutual interests. Unlike traditional engineering tasks, which are often treated 
as a purely technical decision-making process of “task-work” by an individual, col-
laborative engineering tasks are, additionally, a social endeavor of teamwork by a 
team of individuals. In practice, collaborative engineering is best carried out in a 
“team” environment where, unlike a “work group,” all team members have already 
agreed on a common goal to achieve. Based on this belief, engineering design is 
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essentially a human-based, interdisciplinary teamwork, and must be modeled as 
sociotechnical collaboration accordingly.

In our research, “social” refers to the behaviors that take the interests of others 
and the common stakeholder characteristics, which influence collaborative team 
dynamics during social interactions such as background, objective, and perspec-
tives. The dominant characteristics of design stakeholders (engineer, architect, man-
agers, etc.) tend of be such issues as choice of programming languages, preferred 
development methodologies, expectation from project work and design team, and 
career goal in the organization. They are initially brought into the collaborative 
teamwork by the participating stakeholders, and then continuously co-constructed 
and evolved during the social interaction process. Based on the above meanings, 
the term “sociotechnical” signifies the mutual consideration of and the true integra-
tion between the social (teamwork) and technical (task-work) aspects of engineer-
ing activities.

In order to manage the social interaction in the design team, in our research 
we also define the “perspective” as the particular attitudes (i.e., viewpoints) via 
which the stakeholder views his/her own objectives and others’ when making 
decisions (e.g., a strong desire for achieving one’s own objective, and support-
ing or disagreeing with others’ objectives). Furthermore, the conflict needs to 
be defined in this work: its general definition is “an argument about something 
important or a state of opposition between persons in idea or interests” and spe-
cifically in our research, conflict is defined as the argument between stakehold-
ers about the design tasks, At the root of this argument are the differences in 
stakeholders’ perspectives on various points of view, based on their understand-
ing of the design task and their estimation regarding the achievements of the 
objectives. The conflict is therefore identified in the design task and to resolve 
it in collaborative design requires the explicit modeling and careful analysis of 
stakeholder perspectives.

In summary, the above definitions in our research explicitly acknowledge col-
laborative design tasks as a dynamic interface between individual decisions and 
group interactions, and as an assimilation of social and technical activities operating 
in parallel over different time, space, and discipline scales in an engineering team.

8.3.2 Overview of the Collaborative Negotiation Process
The sociotechnical collaborative negotiation process is the main strength of this 
approach. It describes how the stakeholders structure the negotiation arguments 
using both social factors (such as stakeholders’ objectives and perspectives) and 
technical decisions (such as design task proposals) and then carries out the nego-
tiation process in order to reach an agreement. Figure 8.3 to follow illustrates this 
integrated approach, which has three inter-related phases.

First, the pre-negotiation	phase starts with identifying a set of “stakeholders” who 
have an interest in the outcome of the co-construction process, in which they will 



A Sociotechnical Collaborative Negotiation  ◾  197

© 2011 by Taylor & Francis Group, LLC

directly or indirectly participate in the baseline process of engineering design. This 
approach also needs to employ a baseline process that captures the required techni-
cal task-work in a predetermined order. For example, it can be a commonly accepted 
design “workflow” suggested by the domain experts or standard operating procedures 
instituted by the company. The team starts the design process, asks each stakeholder 
to propose an implementation for specific tasks in the design process, and checks 
the differences (i.e., conflict) between implementation proposals. Then it determines 
whether to initiate a negotiation by identifying conflicting design proposals.

Second, the negotiation	phase helps the stakeholders structure their arguments, 
and guides them into a negotiation process using the structured arguments. In this 
phase, the stakeholders jointly propose an objective hierarchy that organizes all the 
objectives and declares their perspectives (e.g., preferences) based on the objectives 
and design task proposals. Then, based on the design tasks, objectives, and perspec-
tives, the stakeholders are guided to systematically generate and exchange their 
negotiation arguments. Perspective analysis will be taken to help the stakeholders 
better understand each other and reconcile their decision conflicts. If no argument 
is commonly accepted at the end of exchanging the arguments, all the arguments 
will be evaluated by aggregating stakeholders’ preferences and ranked to recom-
mend an optimal choice, or a well-informed team leader will make the choice based 
on the evaluation results.

Lastly, the post-negotiation	phase	with only one step assures that the stakeholders 
obtain a commonly accepted engineering design implementation and proceed to 

Post-Negotiation Analysis Phase

Step 1:
Identify Stakeholders

Step 2: Design
Baseline Process

Step 3: Check
Differences

Step 4: Propose
Objective Hierarchy

Step 5: Declare
Perspective

Step 7: Argument
Evaluation

Step 6.a: Argument
Generation & Exchange

Step 8: Proceed to
Next Phase

Check Other Tasks No Conflict

Pre-Negotiation Modeling Phase

Negotiation Phase

Conflict

Step 6.b: Perspective
Analysis

Figure	8.3	 A	collaborative	negotiation	process	for	engineering	design.
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the next phase of the development life cycle. The following sections explain these 
three phases in more detail. Section 8.3.3 discusses how the structured argument 
in this negotiation process is implemented.

8.3.3  Synthesis with a Generic Argument 
Structure by Stephen E. Toulmin

The “structured argument” in our approach is built based on the Toulmin struc-
ture of argument [Toulmin 1958]. Practicing collaborative design and negotiating 
dialogue have been found to be positively linked with argumentation and critical 
thinking skills [Hart 1990, Parsons, Sierra, and Jennings 1998, Jin, Geslin and Lu 
2005, Marttunen 1992, Smith 1977]. Furthermore, the work of Buckingham and 
his colleagues argue that exposing an argument’s structure facilitates its subsequent 
communication since important relationships can be more easily perceived and 
analyzed by others [Buckingham et al. 1997]. In these works, Stephen E. Toulmin’s 
1958 work, Uses of Argument, has become commonplace in structuring argumen-
tation. Toulmin acknowledges as much in his the preface to his 1979 text, An	
Introduction	to	Reasoning [Toulmin et al. 1984]. For example, Houp, Pearsall, and 
Teheaux’s textbook, Reporting	Technical	Information, introduces Toulmin logic as 
providing “a way of checking your own arguments for those overlooked flaws. It 
can also help you arrange your argument” [Houp et al. 1998].

Argumentation is a process of making assertions (claims) and providing sup-
port and justification for these claims using data, facts, and evidence [Toulmin 
1958]. The goal of argumentation in negotiation is to persuade or convince others 
that one’s reasoning is more valid or appropriate. Toulmin’s model of argument 
provides the language symbols and data structure that supports the argumentation 
process. Toulmin’s model, as shown in Figure 8.4, is procedural, and the layout of 
this model focuses on the movement of accepted data to the claim through a war-
rant. Toulmin also recognizes three secondary elements that may be present in an 
argument: backing, qualifier, and rebuttal. Backing is the authority for a warrant 
and provides credibility for the warrant; it may be introduced when the audience 
is unwilling to accept the warrant. A qualifier indicates the degree of force or cer-
tainty that a claim possesses. Finally, rebuttal represents certain conditions or excep-
tions under which the claim will fail and hence anticipates objections that might 
be advanced against the argument to refute the claim [Toulmin 1958]. As such, 
Toulmin’s argument structure becomes a mechanism for structuring argumenta-
tion between negotiating stakeholders. It aims to clarify reasoning by encouraging 
parties to make explicit important assumptions, distinctions, and relationships as 
they construct and rationalize ideas [Buckingham et al., 1997].

We selected Toulmin’s argument structures to investigate negotiation after 
considering a number of possible approaches and structures applied or developed 
for negotiation [Janssen and Sage 1996]. Negotiation is a process that involves 
both qualitative and quantitative concepts. Many of the formal approaches such 
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as game theory and decision analysis have focused traditionally on the quantita-
tive aspects of negotiation including goals, alternatives, and consequences. The 
qualitative aspects of negotiation such as argumentation, social interactions, and 
negotiators’ perspectives are typically given low priority and are subsumed in 
other quantitative concepts, although they are important in their own respect 
from a practical viewpoint because in many cases negotiation approaches directly 
impact the negotiation outcome. The negotiation approach proposed in this work 
will capture these qualitative aspects of negotiation through the use of argumen-
tation methodologies.

Also, Jassen and Sage’s study shows there are several advantages to a graphical 
or structured depiction (i.e., boxes and lines as in Toulmin’s argument structure) 
than natural language description [Janssen and Sage 1996]. They have stated the 
reasons as follows: first, visualization eases comprehension. The components of the 
argument are explicitly represented, meaning that it is easier to identify the particu-
lar elements of an argument, and these elements of the structure provide stakehold-
ers for the elements, thereby facilitating elicitation of these elements. Second, it is 
easy for the person filing the boxes to see what is missing as well as the reasoning 
that has been put forth. In this regard it is easier to compare arguments between 
multiple experts, and between claims and counterclaims than between statements 
in generally unstructured discourse [Janssen and Sage 1996].

It is true that using Toulmin’s argument structure, which is generally more 
objective than implicit arguments, it is hard for stakeholders to hide bias because 
the grounds and backing of an argument are clearly listed and described to support 

Warrant

Further Facts to
Support the Warrant

�e Fact Behind
the Claim

Logical Justification
of use of Data for Claim

�e Assertion
to Commit to

Condition that Suspends
the Warrant

(Unless Already Argued)

Degree of Force

Backing Qualifier

Rebuttal

ClaimData

Figure	8.4	 Toulmin’s	argument	structure.
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the claims. Therefore, all stakeholders’ perspectives are generally relatively easy to 
be observed by others through examination of the ground and warrants that the 
stakeholder expresses [Janssen and Sage 1996]. As mentioned earlier in this section, 
argument structure has been used to build an argument-based negotiation process 
model in many studies, including the collaborative design previously mentioned 
and proved to facilitate more objective and fair communication [Chang et al. 1995, 
Sillince et al. 1999, Parsons, Sierra, and Jennings 1998, Amgoud et al. 2000, Avery 
et al. 2001, Kraus 2001, Rong et al. 2002]. However, this generic structure is still 
more intended for checking and arranging arguments for overlooked flaws [Houp, 
Pearsall, and Tebeaux 1998] instead of directly providing support for collabora-
tive negotiation of group decision in engineering design, such as organizing and 
integrating stakeholders’ objectives and preferences in a well-defined structure 
for cross-disciplinary, distributed, and asynchronous decision makers. Also, this 
generic structure and the existing negotiation approaches that were built based on 
this structure often informally define the utilization of structured arguments and 
loosely specify how arguments relate to other arguments with little guidance as how 
best to evaluate them [Zeleznikow 2002]. Therefore, one of the critical challenges 
to structure arguments to support collaborative negotiation of group decision in 
engineering design is to structure arguments with organized objectives and per-
spectives, to develop models that utilize these structured arguments, and to analyze 
the well-shared perspectives to understand the arguments’ relationship and resolve 
decision conflict for carrying out effective collaborative negotiation.

Our approach has proposed a synthesis between the collaborative negotiation 
process presented in the last section and this structure to organize the critical infor-
mation for negotiation based on both social and technical factors. On the techni-
cal side, the baseline design tasks model the stakeholders’ decisions for the design 
tasks (i.e., design task proposals) and objective hierarchy helps stakeholders share 
their understanding of the design tasks in terms of objectives. On the social side, 
the objective hierarchy helps the stakeholders declare their perspectives on each 
design task proposals based on how well these proposals achieve the objectives. 
These perspectives have a great impact on the technical decisions and represent the 
characteristics of social interaction among the stakeholders. Figure 8.5 describes a 
synthesis between the data flow in the collaborative negotiation and the argument 
structure. As shown in the figure, the technical factors in the collaborative negotia-
tion process provide the argument structure with the major elements (e.g., claim, 
warrant, and data) in the argument data structure. The social factors correspond to 
the secondary argument elements (e.g., backing, qualifier, and rebuttal).

As shown in Figure 8.5, the claim is proposed by the stakeholder and consists 
of a sequence of actions/objects to implement the task. The data specifies the cur-
rent state of team agreement about the design process (e.g., tasks, objectives), and 
such agreement can be accomplished by previous tasks and arguments. This state 
of agreement actually describes the initial state of the task and therefore provides 
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background facts behind the claim. Stakeholders’ objectives are in the place of the 
warrant, identifying the value that stakeholders want to achieve along with clari-
fication of the relationship between the value and the current state of agreement. 
These objectives, as warrants, justify that the proposal can achieve the value based 
on the state of agreement (i.e., data). The attributes of each objective, correspond-
ing to the “backing” component, further explain the objectives by describing their 
measurement criteria and then validate the relationship among the objectives, the 
proposal, and the current state of agreement. Based on these objectives and attri-
butes, the measurement result regarding the achievement of the aforementioned 
objectives by stakeholders’ own proposal work as a “qualifier” to indicate the degree 
of desire of the stakeholders for the proposal. Similar results regarding the achieve-
ment of the objectives by others’ proposals work as a “rebuttal” and describe pos-
sible conditions that could fail the claim or suspend the warrant.

When the stakeholders cannot agree upon task proposal, argument evaluation 
can be taken based on the level of the objectives to get the best choice. Based on the 
concrete meanings (proposals, objectives, attributes, measurement results) given to 
the argument components by its synthesis with the objective hierarchy. The next 
section will discuss how these structured arguments are utilized in a collaboration 
negotiation process in the  sociotechnical framework.

Data Warrant Claim

Backing QualifierRebuttal
Technical Process Data

Argument Structure

Define Baseline Process

Identify Stakeholders

Propose
Objective Hierarchy

Build
Perspective Model

Analyze Perspectives

Generate and Evaluate
Arguments

Reach Agreement

Socio-Technical Negotiation Process

Objectives, Perspectives

Using
Argument
Structure

Conflict  Management

Figure	8.5	 Synthesis:	Collaborative	negotiation	process	and	argument	structure.
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8.3.4  Phases of Argument-Based Sociotechnical 
Negotiation Process

8.3.4.1  Pre-Negotiation: Task Proposal Modeling 
and Conflict Identification

The goal of the pre-negotiation phase is to identify all potential conflicts by check-
ing the differences between task implementation proposals, and help the stake-
holders decide whether to negotiate on the identified conflicts. For example, in the 
task “Define quality attributes,” team members often have different views. Product 
managers may suggest performance as the most important attribute, while engi-
neers may argue that security and maintainability is most important for the long 
run. Meanwhile, engineering managers may believe that versatility is critical, allow-
ing possible future options for migrating the engineering system to a variety of plat-
forms. We will use this example to explain how to capture and organize relevant 
information in this section. There are three specific steps in this pre-negotiation 
phase of our collaborative negotiation approach.

8.3.4.1.1  Step 1—Identify the Stakeholders 
Participating in the Engineering Team

Stakeholders are those engineering team members who have an interest in the pro-
cess and/or outcome of the decisions (i.e., integration implementations) and may 
directly or indirectly participate in the negotiation process.

8.3.4.1.2 Step 2—Prescribe a Baseline Design Process

A baseline systems integration process is defined as a series of necessary technical 
task-work that must be undertaken by the team to design an engineering solution. 
Our approach takes this design process as the baseline to start with. This process 
and its associated standard design task-works are generally predefined based on the 
domain practices or chosen for the stakeholders by management. Also in this step, 
the engineering organization must set up common goals for the team to achieve 
and define a set of shared values that all team members follow during the design 
activities. Goals and values set the direction for the design team to identify and 
define their decision objectives in the negotiation phase.

8.3.4.1.3  Step 3—Ask Stakeholders to Implement the Design Tasks 
and Check the Difference in Their Implementation Details

Although stakeholders jointly work on the design tasks according to the baseline 
process prescribed previously, due to their divergent background, interest, expe-
rience, and expertise, they will undoubtedly come up with different technical 
decisions when proposing implementations for these tasks. In our approach, the 
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implementation proposal of a design task is defined as a logical sequence of actions/
objects, combined with necessary resources including time and staff. For example, 
regarding the example task “define quality attributes,” a possible implementation 
proposal can be specified as:

{Objects: performance, security, and versatility; actions: define performance, 
security, and usability as quality attributes according to the functional require-
ments; resources: the design teamwork for one day.}

Therefore, if there are different decisions, objects, or resources in the stakeholders’ 
proposals for a specific design task, the team will declare a decision conflict. A typical 
conflict could be, for example, that the stakeholders are choosing different objects. Just 
like the example mentioned at the beginning of this section, the stakeholders’ choice 
of objects (i.e., quality attributes) are different for the task. In case of a conflict, the 
process will continue on to the negotiation phase where arguments will be generated, 
exchanged, and evaluated for conflict resolution. Otherwise (i.e., if there is no con-
flicting decision), the process will move forward directly to the post-negotiation phase 
(see Section 3.4.3) with mutual agreements on how to implement all design tasks.

8.3.4.2 Negotiation: Utilizing Structured Arguments

In this phase, the participating stakeholders are guided to negotiate with each other 
based on structured arguments until a mutual agreement is reached. In most of the 
existing practices, an argument-based negotiation process is generally undertaken 
according to the following two stages:

 ◾ Stakeholders generate argument claims (or counter claims) for concerned 
issues and provide supporting data.

 ◾ Stakeholders exchange and respond to others’ claims (or counter claims) and 
their associated supporting data [Sierra et al. 1998].

However, these practices have not resolved the challenges of analyzing how argu-
ments relate to other arguments for refining conflicting arguments or how best to 
evaluate the arguments [Zeleznikow 2002]. In addition, most of them provide little 
guidance in how to generate arguments based on the decision-making process. As 
mentioned, what is in need is an operational negotiation process built that is based 
on the arguments to support group decision making. The novelty of our approach 
is to resolve this challenge by utilizing the structured arguments to design a collab-
orative negotiation process referencing the sociotechnical co-construction process, 
where these arguments can be generated, exchanged, and evaluated based on the 
synthesis between the structured arguments and the objective hierarchy. This phase 
consists of four steps (4, 5, 6, and 7). Steps 4 and 5 guide the stakeholders to build-
ing the objective hierarchy and declare stakeholders’ perspectives. Steps 6 and 7 
discuss how the perspectives can be analyzed and the arguments evaluated, based 
on the information collected in Steps 4 and 5.
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8.3.4.2.1  Step 4—Propose an Objective Hierarchy for 
Identified Conflicting Design Task

Negotiating conflicting implementation proposals of a design task in the baseline 
process indicates some differences in the stakeholders’ objectives and perspectives 
(i.e., preferences for arguments against the objectives achievement). These objectives 
includes the fundamental objectives for which the task is undertaken, the interme-
diate objectives that help achieve the fundamental objectives, and the objectives’ 
attributes for measuring the proposal degree to which the objectives are achieved. 
These attributes should be understandable to every stakeholder. If an objective does 
not have any attributes that are used to interpret the objective (e.g., “network band-
width of engineering system” is a attribute of the objective “increase the throughput 
of the system”), the attribute “support versus opposition” will be added. The stake-
holders in later steps can declare their perspective as either support or opposition. In 
line with the goals defined at the beginning of the design process, the team should 
be able to identify objectives and attributes in this step.

As discussed earlier, our approach uses an objective hierarchy to organize the 
objectives and capture their differences. This hierarchy is jointly built by the stake-
holders based on their understanding and expectations (“values”) of the design 
tasks. And the objectives in this hierarchy will be dynamically changed by the 
social interactions among the stakeholders. In reference to the information in an 
objective hierarchy, the stakeholders can declare their preferences regarding how 
important the objectives (i.e., the weights of the objectives) are, and how much 
each proposal is supported or opposed. The latter will be obtained in the next 
step, based on the values assigned by the stakeholders for the objectives’ attributes. 
The objective weights are collected in this step after these concepts are declared in 
the structure. In details, the relative importance of each objective is defined on a 
1-to-10 scale as follows:

10 = Very important
8 = Somewhat more important
6 = Important
4 = Somewhat less important
2 = Very less important
1 = Lowest importance

To get more accurate results, the objective weights were collected for each funda-
mental and means objective. After the perspectives were collected, the weight of 
each means objective was adjusted as the average value of its weight and the weight 
of its corresponding fundamental objective. The importance of an attribute was the 
same as that of its objective.

To explain the concept structure further, we continue to use the task “estimate 
quality attributes” as an example. Table 8.1 below describes this example objective 
hierarchy, including information about stakeholders, objectives, and criteria. There 
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are three stakeholders in this example: salesperson, engineer, and manager. The 
salesperson’s fundamental objectives are to guarantee performance and security and 
mean objective is to at least ensure the integrated system is better in quality than 
the previous version. Her criteria are that sale is most important and hence every 
attribute should be evaluated by sale requirements and marketing strength. The 
engineer, on the other hand, believes that performance, maintainability, security, 
and usability are most important, which could be achieved by building a prototype 
of the engineering system to test those attributes, and all decisions must be based 
on these criteria. Meanwhile, the objectives of the third stakeholder, the manager, 
include performance, security, usability, and portability, and his criteria may also 
include project responsibility and other executive decisions.

8.3.4.2.2  Step 5—Each Stakeholder Declares a Perspective 
Based on an Objective Hierarchy

Once an objective hierarchy is established by the team, each attribute of each objec-
tive should be assigned a value before the arguments are evaluated. In case of a 
natural attribute, the value was generally numeric and calculated by a commonly 
accepted method based on the individual case, such as average number of the clicks 

Table 8.1	 An	Example	Objective	Hierarchy	for	Estimate	Quality	Attributes

Stakeholder
Fundamental 

objectives Criteria Mean objectives

Salesperson Performance is 
first priority, 
especially 
response time. 
Security should 
also be 
guaranteed.

Sale is most 
important. All 
quality 
attributes should be 
measured by sale 
requirements first.

Integrated system 
needs to beat the 
previous versions of 
the systems in 
performance. Other 
considerations 
should yield to this.

Engineer Performance, 
easy-to-
maintain, 
security, and 
usability.

The quality 
attributes should be 
determined based 
on appropriate 
development 
resource and 
proof-of-concept. 

Build a prototype to 
get software quality 
statistics.

Manager Portability, 
performance, 
security, and 
usability.

Project 
responsibility and 
executive decisions.

Deploy the 
development 
environment on 
different platforms 
to ensure portability.



206  ◾  Stephen C-Y. Lu, Nan Jing, and Jian Cai

© 2011 by Taylor & Francis Group, LLC

per use case or the total count of supported handset platform. In case of the added 
attribute “support versus opposition,” each stakeholder can express their own per-
spectives via social interaction based on their expertise and understanding, and this 
opinion should describe their position of either supporting or opposing the argu-
ment according to how much the objective (to which the attribute belongs) can be 
accomplished if the argument is accepted.

Negotiation, where the stakeholders express and exchange their own opinions 
about the objectives and attributes, is generally a very complex human phenomenon 
in teamwork that consists of many inter-related psychological and organizational 
factors. There is no practical way that a complete analytical modeling of negotiation 
can be fully developed and incorporated for a group of decision makers. As a result, 
our approach takes a rather simplified view by focusing on modeling the dynamic 
impacts of negotiation (i.e., on the evolving “perspectives” of the stakeholders), as 
they express their opinions toward the design arguments and the objective hierar-
chy. These dynamically evolving perspectives are declared for the proposed objec-
tives of which the stakeholders have common interests or some expertise. In other 
words, the perspective dynamically depicts a stakeholder’s perceptions of his or 
others’ design arguments based on the objectives. These perceptions could include 
the stakeholders’ desire for their ideas to succeed and their support for or disagree-
ment with how well their own or others’ arguments can achieve the objectives, 
either proposed by themselves or others. Therefore, the perspectives indicate the 
difference in the stakeholders’ perceptions that cause the conflict in the technical 
proposals of the tasks and put the negotiation into necessity. Moreover, these per-
spectives will be further analyzed in order to systematically evaluate the arguments 
in our negotiation approach.

Although stakeholder perspectives are often highly subjective in nature, some 
quantitative methods are needed in order to define the measurement scales of the 
perspectives and further analyze these perspectives for argument evaluation. In our 
research, we define a 1–10 measurement scale to quantify the stakeholders’ perspec-
tives of either supporting or opposing the arguments. In other words, when the 
task proposals were being evaluated, for the support-versus-opposition attribute, 
stakeholders declared their perspectives about the proposal’s value based on their 
expertise and understanding. The perspective will be one of the following:

10 = Strong support, that is, the proposal will most likely help achieve the objective
8 = Support, that is, the proposal will likely help achieve the objective
6 =  Neutrality (fair, unknown, or disinterested), that is, the proposal may not 

either contribute to or harm the achievement of the objective; or contro-
versy, that is, the proposal may have some effect in achieving the objec-
tive, but the decision maker is not clear about what kind of effect it may 
have

4 =  Opposition, that is, the proposal will likely bring negative effects in achiev-
ing the objective
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2 =  Strong opposition, that is, the proposal will most likely bring detrimental 
effects in achieving the objective

1 =  Strongest opposition, that is, the proposal will definitely bring detrimental 
effects in achieving the objective

For example, in the above “define quality attributes” design task, the proposal from the 
product manager is to define performance and usability. Her proposal will be measured 
by each stakeholder against every objective attribute. Table 8.2 describes the measure-
ment results, which are either calculated by numeric value in case of a natural attribute 
or stakeholders’ perspectives in case of a support-versus-opposition attribute.

8.3.4.2.3 Step 6a—Argument Generation and Exchange

In generating the negotiation arguments, claims and data are collected from the 
baseline process representing technical decisions. Warrant, backing, qualifiers, and 
rebuttals are obtained from the objective hierarchy and stakeholders’ perspective 
models. Based on Toulmin’s definition of structure, the claim is the proposal of the 
argument. In our approach, the claim is how a stakeholder proposes to implement 
the design task in terms of the sequence of the actions/objects. The data consists 
of the initial state of the task—the joint agreement achieved by the design team 
before they work on this task. The warrant is the set of the objectives that the team 
wants to achieve from this task based on the initial state. Therefore, the data actu-
ally validates the feasibility and applicability of the claim, and the warrant justifies 
validation between the data and the claim. The backing consists of the attributes of 
each objective that further explain the objectives by describing their measurement 
criteria and then validating the relationship among the objectives, the proposal, and 
the current state of agreement. Qualifier and rebuttal are actually the measurement 
results regarding how well the proposal achieves its own objectives and the objec-
tives proposed by the team. The measurement results (qualifier) can indicate the 
degree of desire of the stakeholder for the proposal, while the measurement results 
(rebuttal) describe the possibility that the proposal (claim) fails.

To build a negotiation argument in this way, stakeholders will have a better 
understanding of each other because they share not only their claims but also their 
underlining reasons and desires (e.g., perspectives). Figure 8.6 describes an argument 
example from an engineer’s perspective. As shown in the figure, the claim for the 
task “define quality attributes” is to define the attributes of performance and security 
for the engineering system. The data describes the initial state (of this task), which 
includes design requirements, application constraints, and architecture style. To jus-
tify the use of the data, the warrant has fundamental and intermediate objectives 
that state why the claim is proposed. The backing of this argument is the attributes 
that further explain the warrant by providing its measurement scales. The measure-
ment result given by the engineer for his/her own objectives is included in a qualifier, 
while the measurement result for the team’s objectives is the rebuttal that describes 
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Table 8.2	 Stakeholders’	Perspectives	(Attribute	Values)	for	Product	
Manager’s	Proposal

Objectives/attributes
Product 
manager Engineer

Engineering 
manager

Average 
value

Performance–beat the 
performance of the 
previous versions of 
the systems.

Strong 
support (10)

Support 
(8)

Neutrality 
(6)

0.67

Usability–build a 
friendly user interface 
in the integrated 
system

Support (8) Strong 
support 
(10)

Neutrality 
(6)

0.67

Maintainability–build a 
prototype system for 
estimating the efforts 
taken to integrate the 
systems-support versus 
opposition

Neutrality 
(6)

Support 
(8)

Controversy 
(6)

0

Security–build a 
prototype system for 
checking the best level 
of the data encryption 
which can be 
achieved—the 
maximum number of 
bits in the encryption 
algorithm which can be 
applied-support versus 
opposition

256 256 256 256

Portability–estimate the 
efforts of migrating the 
integrated system to a 
new engineering 
platform-support 
versus opposition

Support (8) Neutrality 
(6)

Support (8) 0.67

Development cost–
build a project 
roadmap having the 
workload estimation-
support versus 
opposition

Controversy 
(6)

Neutrality 
(6)

Support (1) 0
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his perspective regarding the performance—how well his argument may achieve the 
objectives proposed by the entire team.

Different argument components can be exchanged in an order, instead of all 
at once; this exchange will continue only if the stakeholders have not reached a 
consensual agreement. Such an order of exchanging argument components is actu-
ally defined by the logic flow between the argument components. The claim should 
always be proposed first to clearly state the stakeholders’ position. The data can be 
exchanged with the claim as it shows the facts behind the claim. In fact, we sug-
gest that the claim and data should be exchanged together since presumably the 
claims are actually conflicting (otherwise negotiations aren’t necessary) and thus it 
is necessary to present data in this step. After the data it should be the warrant that 
justifies the use of data for proving the claim. Backing comes next as further facts to 
support the warrant. The last two components that should be exchanged are quali-
fiers indicating the degree of desire for the proposal and the rebuttal indicating the 
condition that may suspend the warrant.

In details, the order of exchanging the arguments is defined as follows:
First, the stakeholder begins to work on the design task and develops her claim 

based on the data, that is, her task implementation proposal based on the state of 
agreement that can validate the proposal is a further effort to achieve the goals.

Backing (Attributes):
Fundamental Objective: Performance

- Means objective: build a prototype system to
   estimate the efforts taken to add/remove a
   module
- Attribute: support v.s. opposition

Fundamental Objective: Usability 
Fundamental objective: build a prototype system to
check the best level of data encryption

- Attribute: the maximum number of bits in the
 applicable encryption algorithm

Rebuttal (Evaluation for the Objectives
of the Team):
How well the proposal achieve the
objectives proposed by the team

Claim (Task Proposal):
Define maintainability and safety
for the manufacturing product

Qualifier
(Evaluation for Own Objectives): 

How well the proposal achieve the
objectives in the warrant

Warrant (Objectives): 
Fundamental Objective: Portability
- Means objective: build a prototype system to
   estimate the efforts taken to add/remove a
   module
Fundamental Objective: Security
- Means objective: build a prototype system to
   check the best level of data encryption

Data (State of Agreement):
Specified Design Requirements
Defined Quality Attributes
Identified Functional Modules

Figure	8.6	 An	example	argument	(by	the	engineer).
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If the claim and the data are not accepted by other stakeholders who jointly 
work with her on this task, then the stakeholder must begin to identify the objec-
tives which the task proposal will accomplish and present them as the warrant 
to others.

If the claim, data, and warrant are not accepted by others, then the attributes of 
those objectives (in warrant) will be declared and presented as backings to describe 
the measurement criteria of the objectives and confirm that the proposal can accom-
plish the objectives by achieving good performance with each attribute.

Up to this point, after all the stakeholders present their claims, data, warrants 
and backings, the initial objectives hierarchy (including all fundamental/means 
objectives and attributes) of the entire team have been set up. If the claim, data, 
warrant, and backing are not accepted by others, the stakeholder has a chance to 
refine his/her proposal (claim) based on the group objectives hierarchy and follow 
the aforementioned procedure from the beginning.

Next, if stakeholders choose not to refine their claim or the refined version 
(claim, data, warrant, and backing) is still not accepted, the stakeholders will give 
the qualifier, that is, instead of solely subjective opinion, the measurement result 
regarding how well their proposal accomplishes the objectives given in their war-
rant, indicating the degree of their desire for the proposal. The rebuttal should be 
also given in this step, as the measurement result regarding how well their pro-
posal accomplishes the objectives, indicates the probability that this proposal can 
be rejected if this result is rather unsatisfactory. In this step, when all the involved 
stakeholders give qualifiers and rebuttals for their proposals, they should be offered 
one more chance to refine the proposal based on the measurement results and then 
follow the steps.

If the stakeholder chooses not to refine his or her claim or the refined version is 
still not accepted, all the arguments will be evaluated and ranked based on deter-
ministic analysis. The argument with best evaluation result will be recommended 
to the group leader.

8.3.4.2.4 Step 6b—Perspective Analysis

With the well shared and reviewed objectives and perspectives in the arguments 
exchange, it is possible to compare and analyze stakeholders’ perspective models 
and to determine the similarity of two stakeholders’ perspectives for one argument 
against a shared objective and the degree of agreement among these stakeholders for 
choosing the arguments. We can also aggregate multiple stakeholders’ perspective 
models and compare their general attitudes towards each other’s arguments at dif-
ferent levels of abstraction. Based on these analysis results, certain conflict resolu-
tion strategies can be suggested to the corresponding design team members.

First, we define the similarity of two perspectives (e.g., i  and j ) as the “dis-
tance” di j, . If di j,  equals 0, it means two perspectives are compatible. If di j,  equals 
1, then the two perspectives are opposite each other. There are two approaches 
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to determine the “distance” between perspectives: the intuitive approach and the 
analysis approach. The intuitive approach solely relies on the subjective insights of 
the stakeholder. The analysis approach uses mathematical algorithms to compare 
two perspectives. Here, we will discuss the latter, which is to compare the perspec-
tives through “positional analysis,” based on a formal method used in social net-
work analysis [Wasserman and Faust 1994]. In this case, the perspective models of 
a group of stakeholders toward a single concept are viewed as a network of opinions 
associated with each other (an example is shown in Figure 8.7).

In this network, a stakeholder who possesses a perspective model has relation-
ships with other prospective models. We define the relations as their perceptional 
attitudes toward each other. The rules are defined as:

If stakeholder Pi  agrees to stakeholder Pj ’s perspective model of concept C f  
(i.e., ρi

C f ), the perception relation is xij = 1.
If stakeholder Pi  disagrees toρi

C f , the perception relation is xij = −1.
If stakeholder Pi  has no comments toρi

C f , the relation is xij = 0.
For a given objective, a group of perspective models are placed as a graph 
(i.e., perspective model network). The solid line indicates an “agreement” and 

the dotted line indicates a “disagreement.”
The way we compare the perspective models is based on analysis of the structure 

of the perspective network. Two perspective models are compatible (or similar) if 
they are in the same “position” in the network. In social network analysis, position 
refers to a collection of individuals who are similarly embedded in networks of rela-
tions. To precisely determine how the perspectives are involved (i.e., the positional 
analysis), we need a formal definition of equivalence and a measure of the degree to 
which a subset of actors approach that definition in a given set of network data. 

If two perspective models are structural equivalent (i.e., their relationships with 
other perspective models are the same), we assume they are purely compatible, 
and there are no detectable differences. That means they have the same perception 

1

2

4

7

3

6

5

Figure	8.7	 A	perspective	model	network.
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to others and others have the same perception to them. In this case, these two per-
spective models are structural equivalent. Structural equivalence is defined as:

Definition.1: Perspective models ρi
C f  and ρ j

C f toward a objective C f  are structur-
ally equivalent if the relation xki	= xkj	and xik	= xjk	for k	= 1,2,..., g.

Since structural equivalence is a mathematical property, which is seldom actu-
ally realized in collected perspective data, we use Euclidean distance as a measure-
ment of structural equivalence. Different from the di j,  defined in the intuitive 
approach, the Euclidean distance quantifies the similarity of the perspective models 
based on the analysis of stakeholders’ responses to each other.

Definition.2: For perspectives ρi
C f  and ρ j

C f , di,j is the distance between rows i	 and 
j, and columns i	and j	of the perspective interaction matrix:
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If ρi

C f  and ρ j
C f are structurally equivalent, then the Euclidean distance between 

them will be equal to 0.
If we want to compare stakeholders’ perspective models for one argument 

against more than one objective, we can generalize the above equation to measure 
structural equivalence across the collection of several perspective models (i.e., a 
perspective model set).

Definition.3: For perspective sets { , ,..., }ρ ρ ρi
C

i
C

i
CR1 2  and { , ,..., }ρ ρ ρj

C
j
C

j
CR1 2  for objec-

tives C CR1,..., , xijr  is the perception relation from stakeholder i  to stakeholder j
on objective Cr . The value of di j,  is the distance between the perceptions from and 
to stakeholder i  and j  across the collection of R relations:
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There exist different measures of structural equivalence. Euclidean distance 

and correlation are two typical methods in measuring positional structural equiva-
lence. Correlation is preferred in measuring the pattern of perceptions between two 
perspectives (i.e., two stakeholders’ opinions). Euclidean distance is preferred in 
measuring the identity of the perspective relations. In our perspective model com-
parison, we use Euclidean distance since the purpose is to determine the similarity 
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of the perspectives’ responses toward each other rather than the resemblance of the 
arrangements of the linkages in the graph.

The more similarity or exact structural equivalence found in the stakehold-
ers’ perspectives, the higher level of agreement they may have when choosing the 
argument as the final solution of this negotiation process. This analysis result will 
provide the design team or the team leader with recommendations to refine the 
arguments for more effective conflict resolution and collaborative negotiation. The 
following describes some of the typical argument refinement strategies.

8.3.4.3 Refine Design Proposals/Process

In cases where there is high similarity in stakeholders’ perspectives but a different 
task proposal, stakeholders can refine the task proposals and/or the design process 
to increase the similarity of stakeholders’ perspectives and the level of agreement in 
their attitude for arguments to work towards a consensual agreement.

 1. Identify further means objectives to achieve the fundamental objectives and 
add more actions/objects accordingly.

 2. Add or remove stakeholders from a given task. It is even possible to add/
remove stakeholders associated with a task to avoid the conflict situation.

 3. By evaluating the feasibility of planned design tasks, we can prevent a sce-
nario of distant arguments by noticing their potential existence earlier to the 
stakeholder.

 4. Identify the perspectives with low similarities and reveal the differences 
earlier.

8.3.4.4 Refine Objectives and Perspectives

In the case of little similarity of stakeholders’ perspectives and low level of agree-
ment in their arguments, it is possible to directly refine stakeholders’ objectives and 
perspectives to increase the similarity of stakeholders’ perspectives and promote the 
level of their agreement to work towards a consensual agreement.

 1. Focus on the stakeholders who have “separated” arguments (from other clus-
ters) and ask them to consider refining or adding objectives.

 2. Ask the stakeholder with different distant models to talk to each other on 
certain issues. Build communication channels to increase their interaction 
chances.

 3. Clarify the meaning/definition of fundamental objectives so that people have 
shared understanding.

 4. Help stakeholder generate more objectives (e.g., separate objectives, generate 
more means objectives) to isolate their perspectives.
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8.3.4.5 Rearrange Design Team

The perspective analysis presented above provides feasibility to analyze the similar-
ity of stakeholders’ perspectives, understand the degree of their agreement for argu-
ment, and better control the design teamwork.

 a. The clustering tree shows the grouping features of the arguments. If two 
stakeholders have very distant perspectives, the team can apply certain meth-
ods of promoting their interaction, such as suitable cross-trainings based on 
their expertise and backgrounds.

 b. Ask the stakeholder with similar perspectives to communicate more and 
explore the possibility of combining their arguments.

 c. Suggest that the stakeholders review the relevant product information during 
certain tasks.

 d. Provide the stakeholders with the information of the negotiation and solu-
tions for similar design tasks in the past.

8.3.4.5.1 Step 7—Argument Evaluation

As the stakeholders’ arguments are generated and exchanged during negotiation, 
their objectives and perspective models may evolve due to deepened understand-
ing of each other. If all the stakeholders can jointly agree on a particular argument 
claim, they can take that claim as the final resolution. Otherwise, all the arguments 
must be carefully evaluated for resolutions. The evaluation method further works 
on the stakeholder perspectives of the objectives within the arguments and com-
pares the argument claims based on the result. In this work, an intuitive additive 
weighting function (a.k.a. weighted average) is used to build the evaluation method, 
which ranks the arguments from most desired to least desired assuming stakeholders 
can characterize the consequences of each argument with certainty. Furthermore, 
“weighted average” is also applied when evaluating the arguments based on their 
value for the objective attributes with varying importance. Weighted average, by its 
definition, means an average that takes into account the proportional relevance and 
strength of each component, rather than treating each component equally.

The argument evaluation in our work includes four steps: define measurement 
scale, assign objective weights, score the arguments, and aggregate the preferences. 
In these four steps, the measurement scale has been defined, the objective weights 
have been defined in Step 4, and the arguments are scored in attribute values (either 
natural attributes’ values or stakeholders’ perspectives) in Step 5, both as stakehold-
ers’ perspectives. In this step, the perspectives and weights are aggregated to derive 
final argument evaluation results, which are used to rank the arguments and select 
the one that is most preferred by the team. The calculation of a final score for an 
argument is defined as follows:
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Definition.4:.For a given argument, Aj,

.
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where fj	is the final score for alternative A j,
n	is the number of arguments,
m	is the number of criteria,
ci	is the normalized weight of the attribute ci, and
gij	is the performance grade (score) for argument Aj	with respect to attribute ci.

Before the arguments were measured, all the attributes values should also be 
first normalized into a range of [0,1] in order to decrease the effects of differences 
in the numeric range of attribute values and thus allow easier and better cross-
attribute comparisons.

For normalizing the values of natural attributes, since the value of the attributes 
is usually either zero or positive, but we do not know the maximum value of an 
attribute, the normalized value is:
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where di is the attribute value, and n is the number of the proposals.
For normalizing the values of “support versus opposition,” since we already 

knew the maximum value (“10” as “strongest support”) and minimum value (“1” as 
“strongest opposition”) of this attribute, then the value can be normalized as:
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A final evaluation score is calculated based on the attribute values and their nor-

malization results. For example, the evaluation of the product manager’s proposal is:
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Based on the evaluation results, a most preferred argument (i.e., the one with high-
est evaluation score) will be recommended as the final agreement of the negotiation 
for the design task. They will move back to Step 3 in Section 8.3.4.1.3 to check for 
further decision conflicts with other tasks. These iterations continue until no more 
conflict is found (i.e., no more negotiation is necessary), and the team moves to the 
post-negotiation phase as described in the coming text.

8.3.4.6  Post-Negotiation: Consensual Agreement 
and Move to Next Phase

In the post-negotiation phase, the stakeholders have achieved consensual agree-
ment for the design process: they have completed all negotiation activities and are 
committed to accept one jointly-agreed design that consists of agreements for each 
design task. The step in this last phase is described in the coming text.

8.3.4.6.1 Step 8—Obtain a Commonly Accepted Design

At the end of the collaborative negotiation process for each task, the design team 
should either agree on a commonly appraised argument, or take the evaluation 
results and accept the argument with the top evaluation score as the agreement. 
After this process runs for all the design tasks, the team should be ready to con-
tinue to the next phase of the engineering design process with the implementa-
tion proposals in the agreed arguments for all the tasks. In addition, the result of 
the collaborative negotiation processes also includes the objectives and perspec-
tives which have been collected and constructed in the negotiation phase and can 
be very useful for future collaboration within the same group of stakeholders on 
similar design tasks.

8.4	 	Prototype	Implementation	
and	System	Applications

Using the sociotechnical collaborative negotiation approach presented in the previ-
ous section, in this work we are developing an Intelligent Web-Based Argument 
Negotiation Toolkit (IWANT). IWANT is a computer-supported collaborative 
negotiation management system based on our approach for group decision in engi-
neering design processes. The unique contribution of this system is in its manage-
ment of a negotiation process based on structured argument that is built upon the 
synthesis of a value-focused objective hierarchy and the generic argument struc-
ture. It provides a toolkit to help the stakeholders to systematically carry out a 
collaborative negotiation process for group decision in engineering design and also 
help us justify our research approach in improving the effectiveness of collaborative 
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negotiation. This section briefly explains the functionality, architecture, and imple-
mentation of this research prototype and a case study of collaborative negotiation 
in software engineering design using IWANT.

8.4.1  System Functionality and 
Architecture Design of IWANT

The major functionality of IWANT is to help stakeholders to systematically carry 
out this negotiation process by providing a step-by-step procedure based on our 
approach. When stakeholders realize that there are different implementations in 
their decision tasks, they can activate the negotiation process by logging into the 
IWANT system and launching a new process instance. The new instance first col-
lects argument information from the stakeholders by identifying their objectives 
and perspectives and building the objective hierarchy. After that, the IWANT sys-
tem shares the argument claims within all members in the design team. It can 
also track the evolving objectives and stakeholders’ perspectives, and make relevant 
changes in the negotiation arguments. If the stakeholders cannot choose a claim 
by themselves, IWANT can provide them with a few evaluation approach options 
(e.g., weighted average) and then evaluate all the claims using the approach chosen 
by the stakeholders. After that, the team takes the claim with the best score and 
continues their design work.

In more details, the system is designed based on three layers, in accordance 
with widely accepted Model-View-Controller standard [Alur et al. 2001] in system 
design domain:

 ◾ The view layer is the user interface component running on the client side, 
developed using various Web technology (e.g., HTML/Java Script and Java 
Applet). It can display the information requested by the users for different 
purposes; for example, the user initializes the baseline technical process, 
launches the negotiation process when facing a conflicting issue, and reviews 
the negotiation result after coming to an agreement.

 ◾ The controller layer implements the business logic in order to manage the 
data modules (stakeholder, process, and negotiation). The process manage-
ment module manipulates the design process and models the tasks that the 
stakeholders work on. The negotiation management module helps stakehold-
ers plan, enact, and complete a negotiation process centered on the argument-
based approach. It also can help the design team obtain the agreement of the 
negotiation process using argument evaluation functions. The stakeholder 
management module administrates the user account, background, prefer-
ence, skills, and other information.

 ◾ The model layer is responsible for accessing and manipulating the data for 
different objects, including processes, users, and negotiations.
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Based on the functionalities specification and architecture, a Web-based negotia-
tion process management system is built and utilized for the case study in this 
research project. In this prototype system, users can register their own profiles, 
build objective hierarchy, declare individual perspectives, generate an argument 
structure based on objectives and perspectives, exchange arguments with each 
other using Web technology, view related negotiation information collected by the 
system, and apply argument evaluation techniques for negotiations.

8.4.2 IWANT Prototype Implementation
A prototype of IWANT is being implemented in Java language, and is being 
deployed to support a few software development projects. The prototype is imple-
mented as a Web service on the Apache Web server so that the stakeholders (users) 
can access this system via the Internet [Fielding et al. 2006]. To better illustrate the 
use of this prototype, three screen snapshots are taken in the prototype and pro-
vided in the figures below. Figure 8.8 is an example of showing the claims related 
with one task, which the stakeholders have different opinions of. The stakeholders 
can add a new claim (e.g., the manager can add his claim following those made by 
the engineer and salesperson), view the objective hierarchy (related with the con-
flicting task), or enter the conflict resolution phase. In the claims table, more user-
friendly terms have been implemented, for instance, reason (as data in argument 
structure) and proof (as warrant), to improve the user experience.

Figure 8.9 presents the conflict management interface. The stakeholders review 
all the relevant claims and then either agree on one claim or use the system to rank 
all the claims by a weighted average method. Figure 8.10 shows the ranking result 
in an ordered list.

8.4.3 IWANT Applications: Case Studies
This case study is to design an engineering software system for a specific user commu-
nity. Before the experiment, the collaborative negotiation approach was introduced 
to the design team with examples and detailed guidelines to make sure the team 
has sufficient understanding and abilities to use our approach in the process. For 
demonstration purpose, only the case study of applying our approach is presented 
(previously case studies without applying this approach were also undertaken). 
The research data and analysis of a common design task “Build Communication 
Protocol” is also presented.

8.4.3.1 The Negotiation Process

For each design task in this case study, a 6-step procedure was suggested, in which 
a combination of our collaborative negotiation process and the common practice 
was previously taken by the design team.
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Figure	8.8	 A	snapshot	of	argument	claims.

Figure	8.9	 A	snapshot	of	conflict	management.



220  ◾  Stephen C-Y. Lu, Nan Jing, and Jian Cai

© 2011 by Taylor & Francis Group, LLC

 a. Our approach of structuring arguments was introduced.
The details of each step in the structured negotiation process were presented using exam-
ples and specific guidelines. All participants are well-trained before the experiment.

 b. Stakeholders developed the implementation proposals.
Product manager: use XML (eXtensible Markup Language) format specified by the 
company partners as the communication protocol.

Engineering manager: Use a CSV format, i.e., comma separated values.
Engineers: use open and well-adopted XML format that is used for general 

device and software specification.
Engineering director: build a proprietary XML format.

 c. Stakeholders built the objective hierarchy.
The objective hierarchy that stakeholders built in this case study was a flowchart 
including all the objectives and attributes as well as the relationship between the 
objectives and attributes. For example, if a subject stated that “We should maximize 
the software usability on the mobile handsets by keeping UI (user interface) simple, 
by which I mean it should take the user as little navigation as possible to locate 
the desired content,” this was actually interpreted as suggesting one fundamental 
objective, “maximize usability on handsets,” and two means objectives, “keep UI 
simple on handset browsers” and “require little navigation to locate content.” One 

Figure	8.10	 A	snapshot	of	ranking	argument	claims.
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attribute, “average number of clicks per use case,” was also added by us for the 
objective “require little navigation to locate content” to measure this.

If an objective does not have any means objectives or any attributes that are 
naturally used to interpret the objective (also called natural attributes below), an 
attribute “support vs. opposition” was added by the researcher.

In this work, additive weighting function (a.k.a. weighted average) was used to 
measure the arguments, i.e., the proposals were measured based on the attribute 
values and the “importance” of the attributes. Therefore, the stakeholders had to 
give the relative importance of each objective in a 1-to-10 scale as follows:

10 = Very important
8 = Somewhat more important
6 = Important
4 = Somewhat less important
2 = Very less important

To get more accurate results, these “importance” value were collected for each fun-
damental and means objectives. After then the importance of each means objective 
was calculated as the average value of its importance and the importance of its cor-
responding fundamental objective. The importance of an attribute was the same as 
that of its objective.

Table 3 shows the relative importance of several objectives and attributes in the 
task “Build Communication Protocol.”

 d. Stakeholders declared their perspectives.
When the task proposals were being evaluated, each attribute of each objective was 
assigned a value. Following our approach, the stakeholders’ preferences for each 
argument regarding how well it achieves each objective are shown in Figure 8.11 
and these perspectives are represented by values for attributes of the objective.

 e. Stakeholders generated and exchanged arguments.
Up to this step, stakeholders had prepared task proposals, objectives, and per-
spectives. They used this information to generate the arguments. Based on the 
Toulmin’s definition of structure, the claim was the design task proposal. The data 
consist of the initial state of the task—the joint agreement achieved by the design 
team before they work on this task. The warrant was the set of the objectives that 
the team wanted to achieve from this task based on the initial state. Backing was 
the attributes of each objective that further explained the objectives by describ-
ing their measurement criteria and then validated the relationship amongst the 
objectives, the proposal, and the current state of agreement. Qualifier and rebuttal 
were actually the measurement results regarding how well the proposal achieved 
her own objectives and the objectives proposed by the team, so that the measure-
ment result for own objectives (qualifier) could indicate the degree of desire of 
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the stakeholder for the proposal while the measurement results for team objectives 
(rebuttal) described the chances that could fail the proposal (claim).

In the process of generating the arguments, the stakeholders were also guided to 
exchange each component of their arguments. The order of exchanging these compo-
nents was defined based on the logic flow between the components: the component 
was exchanged only if the components that stayed ahead of it were not accepted. 

Table 8.3	 Objectives	and	Attributes

Objectives
Product 
manager Manager

Engineering 
director Engineer Importance

Maximize 
usability

8 8 8 8 8

Maximize 
usability

Keep UI 
simple on 
handheld 
browser

8 8 8 8 9

Maximize 
usability

Keep UI 
simple on 
handheld 
browser

Use less 
navigation to 
locate content

10 8 8 8 8.5

Maximize 
usability

Reduce data 
entry

Easy-to-build 
data category

8 6 6 6 6.5

Maximize 
usability

Reduce data 
entry

More choice 
than input

8 8 6 6 7
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For example, the claim and the data in one argument were exchanged first before 
all other components were exchanged or even generated. If they were not accepted, 
the warrant was provided. If still not accepted, the backing was exchanged. If the 
combination of claim, data, warrant and backing were not accepted, the qualifier 
and rebuttal were the final batch to be exchanged before all the arguments were 
evaluated to find out the one which were most preferred.

 f. Arguments were evaluated and the one with highest ranking was recommended
Based on the measurements results and calculated preference order, the argument 
from the engineering director was most preferred and recommended as the resolution 
of the negotiation. In this case study, it took the design team around 2 and half days 
(around 21 hours) to complete the entire design process. The average number in the 
rounds of generating and exchanging the arguments was 6 before the stakeholders 
reached an agreement for each design task. Compared with the 37 hours for the entire 
design process and 9 rounds in average for the arguments generation and exchange in a 
previous case study where this approach was not applied, it showed both the total time 
taken for the design phase and the average number in the rounds of generating and 
exchanging the arguments (before an agreement is reached) had been reduced. Also 
our analysis showed the commonality of stakeholders’ objectives (i.e. the compatibility 
of their arguments) has been improved after each round of arguments generation and 
exchange. Overall, the decrease in the negotiation time and the improvement in the 
commonality of stakeholders’ objectives have justified our research approach.

8.5	 Conclusion	and	Future	Work
This paper describes a research framework to structure arguments with organized 
objectives and preferences of multiple stakeholders to support their collaborative 

Objective 
Attribute (1) (2) (3) (4) 

A 3 clicks 3 clicks 3 clicks 3 clicks 

B 

PM (S) 
E (N) 

EM (O) 
ED (O) 

PM (S) 
E (S) 

EM (O) 
ED (N) 

PM (N) 
E (N) 

EM (S) 
ED (O) 

PM (N) 
E (S) 

EM (C) 
ED (S) 

C 22:2 22:2 22:2 22:2 

Figure	8.11	 Stakeholders’	perspectives:	attribute	values	per	proposal	for	build	
communication	protocol.
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negotiation of group decision in engineering design. Based on this framework, this 
work has developed a research approach that utilizes these structured arguments to 
carry out effective collaborative negotiation and analyze stakeholders’ perspectives 
for decision conflict resolution. With this approach, stakeholders can be guided 
through a systematic negotiation process where structure arguments are generated 
from stakeholders’ objectives and preferences. There is an exchange that helps stake-
holders share their arguments based on the logic flow of argument components, and 
these are evaluated to choose a most preferred argument based on how well the 
objectives have been achieved.

We start with a review of a variety of disciplines that have contributed to group 
decision, conflict resolution, and a discussion about the contributions and limita-
tions of the approaches in each discipline. In addition, we have reviewed our previous 
work in collaborative negotiation: an engineering collaboration via the negotiation 
paradigm, a sociotechnical framework, and a sociotechnical co-construction process. 
These works have built research foundations and provided operational guidance to 
devise a collaborative negotiation process for the engineering design team. Based 
on the summary of all the above studies, we have developed and hereby presented a 
sociotechnical collaboration negotiation approach based on structured arguments. 
The main strength of this approach is a collaborative negotiation process with clearly 
specified phases and steps for stakeholders to carry out negotiation activities. The 
framework of grounding the structure arguments is built upon a synthesis between 
the collaborative negotiation process and a generic argument structure. This syn-
thesis explains how stakeholders can generate the structured arguments accord-
ing to their objectives and preferences. With this synthesis framework it helps us 
to overcome the challenges in existing practices of generic argument structure by 
incorporating the important decision-making factors from both social and techni-
cal aspects and developing feasible ways to evaluate the arguments for the most 
preferred by the team. Based on this synthesis, we further discuss the details of the 
collaborative negotiation process where the structured arguments can be generated, 
exchanged, and evaluated. In addition, this paper described a research software pro-
totype IWANT that is being developed to validate the proposed work and evaluated 
in several real-life engineering projects. It has been used to collect experimental data 
and user feedback both of which are used to demonstrate the application of our 
approach and validate its effectiveness in supporting collaborative negotiation.

In conclusion, this research is expected to provide a more comprehensive yet 
practical method for engineering design teams to effectively carry out collabora-
tive negotiation and develop a shared decision for the design tasks. We also wish to 
transfer the lessons learned to other specific fields of engineering designs, such as 
new product developments, to broaden the research impacts. Our future research 
work will develop more objective hierarchy templates based on individual domain 
and build more accurate and comprehensive models to quantify stakeholders’ per-
spectives. Furthermore, we plan to thoroughly validate this research framework 
and exercise the software prototype by conducting more case studies with the 
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engineering organizations. When richer application results are gathered, the frame-
work and system will be continuously improved, eventually leading to the estab-
lishment of a scientific foundation for collaborative engineering.
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Chapter 9

Risk	Analysis	in	
Sociotechnical	System

Jonathan Scott Corley and Fei Hu

9.1	 Introduction
Risk analysis of sociotechnical systems is an important means of defining and ana-
lyzing possible threats to individuals, businesses, or the environments or systems 
in which they function or participate. Risk analysis is performed in a multitude 
of occupations ranging from engineering, computer science, social scientists, etc. 
Civil engineers, for instance, will examine the performance of various structures, 
possibly a building or bridge, by examining their ability to handle different condi-
tions of threat. Increasingly heavy loads could be applied to a small-scale bridge 
in order to identify points of failure in regards to the structural integrity of the 
bridge. Once identified, these points of failure allow the engineers to determine 
what degrees of improvement need to be implemented in order to construct a safe 
and dependable bridge. In general, the characteristics of a given system can only be 
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improved by identifying the points of failure through application of various condi-
tions of threat.

Risk analysis is a widely studied topic. In order to assess risk, it must first be 
defined. Risk is generally defined as the combination of the occurrence probability 
of damage and its gravity. Likewise, risk assessment is defined as the series of logical 
steps used to systematically examine the risks associated with an operational system 
[15]. But the difficulty in determining or defining which steps should be taken to 
analyze the system increases as the complexity of the system increases. This is the case 
for applying risk analysis to sociotechnical systems, where this system is defined as 
one in which influential interactions occur between humans and some organizational 
infrastructure. Sociotechnical systems are inherently multi-dimensional and highly 
complex. A means of defining the method for performing risk analysis to a given 
sociotechnical system is not necessarily applicable to other systems. Each application 
is typically unique and highly dependent on the domain of interest.

Different studies addressing the difficulty of applying risk analysis to a socio-
technical system are summarized in this chapter. Each describes the complexities 
that arise in accurately representing the system of interest, as well as, consideration 
of identifying all contributing factors.

9.2	 	Bayesian	Belief	Network	Approach	
for	Risk	Analysis	[5]

It is widely accepted that the human element plays a major role in most accidents 
involving modern ships. The Transportation Safety Board of Canada (TSB) [2] 
concluded that 74% of accidents at sea are attributed to human error whereas only 
1% is attributed to technical failures. The chart in Figure 9.1 displays the results 
of these statistics. Of the cases involving human error, 45% of accidents are attrib-
uted to the pilot or master’s misjudgment, 10% to a lack of communication, 10% 
to inattention by the officer on watch, 13% to inattention of the pilot, and 9% to 
misunderstanding [2]. The chart concerning the breakdown of human error cases 
is displayed in Figure 9.2.

In addition to the statistics provided by the Transportation Safety Board, data 
from Lloyds Informative Maritime Service [3] help to support the link between 
accidents and human error. The statistics claim that half of all maritime accidents 
are attributed to excessive speeds and an uncorrected course with respect to the 
traffic in the sea zone.

Ensuring safety for maritime transport would require a more in-depth under-
standing of the human role and its contribution to accidents. Even so, it seems 
there are additional factors that need to be considered in the analysis of risk. The 
Zeebrugge incident [4], where a passenger ship capsized, was reportedly a result of 
“systematic change in the organizational behavior of operators under the influence 
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of economic pressure in a strongly competitive environment” [5]. The incident was 
not a result of human error, possibly associated with technical failures, based on 
the official report. Thus, the scope of the safety analysis of the Maritime Transport 
System must be broadened to include all relevant, outside factors and actors whose 
decisions contribute to the safety of the system.

The most critical issue in developing an effective risk or accident analysis is 
identifying the various parties involved and determining to what degree they affect 
the sequence of events leading up to the occurrence of an accident. In the case of 
the Maritime Transport System, the various parties may include but are not limited 
to ship operators, shipyards, government bodies, or company investors. These actors 
may directly or indirectly serve a role in the sequence of events contributing to the 
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Figure	9.1	 Incidence	of	the	typologies	of	accident	causes.	(From	Transportation	
Safety	Board	of	Canada,	(TSB),	1998,	http://www.bst.gc.ca.)
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Figure	9.2	 Typology	of	human	factors	associated	with	causing	an	accident.	(From	
Transportation	Safety	Board	of	Canada,	(TSB),	1998,	http://www.bst.gc.ca.)
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final act of a ship operator’s error. Rasmussen’s [4] accident analysis of oil tankers 
and ferryboats brought the interactions between these parties associated with the 
Maritime Transport System to light [6,7,8], which supports the idea of considering 
other factors beyond human error into the systematic approach of risk analysis.

The International Maritime Organization (IMO) used Regulatory Influence 
Diagrams (RID) [9] as a systematic approach to access risks for shipping activity. 
The RID is used to achieve a better understanding of all influencing factors and 
how they related to possible accidents. Figure 9.3 illustrates the structure of a RID. 
The RID serves as a basis for establishing the contribution of relevant factors for all 
system levels. It identifies the hierarchy of factors at every level that contribute to 
possible accidents. Each factor is an idea for improvement. Upon identification of 
all factors, each can be further analyzed to determine the best route to take in order 
to achieve the necessary improvements.

A Bayesian Belief Network (BBN) is a probabilistic model used to represent a 
set of random variables and their conditional independences via a directed acyclic 
graph (DAG) [11]. The Bayesian Belief Network directly correlates to an influence 
diagram in which the effects of the represented factors are in terms of conditional 
probabilities. This idea can be extended to encompass the relationship between con-
sidered factors and how they relate to possible accidents occurring in the Maritime 
Transport System.

Figure	9.3	 Nested	system	of	influences	in	a	Regulatory	Influence	Diagram.	(From	
International	 Maritime	 Organization	 (IMO),	 Guidelines	 for	 the	 application	 of	
Formal	Safety	Assessment	(FSA)	for	use	in	the	IMO	rule-making	process,	Publisher:	
IMO.	London,	England,	April	2002.
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A functional model (FM) has been developed for the Maritime Transport 
System in the Safety at Speed [12] project which was funded by the European 
Commission. The FModel is another means of determining what factors contribute 
to undesired events and possibly help to find out what aspects of it can be fixed to 
improve the situation.

The objective of the Safety at Speed project was to develop a formal methodol-
ogy for designing high speed crafts safely. Fault Trees were applied to the project in 
order to determine the best risk control option in designing the High Speed Craft. 
The Fault Trees included hazardous scenarios that considered hazardous factors 
such as collision, grounding, fire, flooding, etc.

The foundation of an FM of the Maritime Transport System was to identify 
the activities that each group performed according to their roles. The activities were 
then represented as a function, so the FM would signify the influence of each party 
on one another as well as how the different activities correspond and relate. This 
network of interdependence provides implication of how changes made within the 
Maritime Transport System (MTS) can produce growth and affect safety.

In [5] a means is introduced of producing a comprehensive model for the study 
of Risk Analysis based on Fault Tree Analysis and Bayesian Belief Network, which 
incorporate human organizational factors. It differs from previous works, as it 
includes the development of the model and an explanation of the comprehensive 
approach, as well as those factors or variables that contribute to the overall safety 
performance of the Maritime Transport System. Figure  9.4 illustrates how the 
Fault Tree and Bayesian Belief Network are linked. The equation presented will be 
discussed later.
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Node Node
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NodeNodeNodeNode
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Figure	9.4	 The	Bayesian	Belief	Network	and	Fault	Tree	linkage.	(From	Bayesian	
Belief	Network	approach	([paper].)
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BBN serves as a tool for exploiting information from the complex relation-
ships between large numbers of variables emerging from the real-world scenarios 
or systems. It provides a graphic aid for mapping relationships between complex 
relationships between variables, which helps aid in decision making and perform-
ing numerical procedures. More specifically, the BBN used in this research serves 
as a graphical tool for quantifying the FM of the Maritime Transport System in 
order to determine an estimation of the probabilistic occurrence of an accident in 
relation to specific contribution of human organizational factors. This application 
will allow the influencing factors to be extrapolated amongst the contributing 
parties within the Maritime Transport System. The BBN will then aid in modify-
ing probabilistic occurrences of different factors in the Fault Tree based on what 
knowledge is present for the specific configuration of relevant human organiza-
tional factors.

Bayes theorem was used to estimate the influence of organizational factors on 
the probability of occurrence for single basic events. The equation for calculat-
ing the probability of occurrence of both technical and human basic is given as 
follows:
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where

 ◾ Ωj,k the j-th phase of the “organizational scenario variable” which indicates 
the influence of HOF on BEk.

 ◾ P(BEk | Ωj,k) is the posterior probability, or the probability of BE after consid-
ering the effect of Ωj,k.

 ◾ P(BEk) is the prior probability of BE occurring based on past statistical analysis.
 ◾ P(Ωj,k) is the probability that state j of the k “organizational scenario vari-

able” that has been approximated from the Bayesian Belief Network given the 
probability distribution of variable for the root nodes.

 ◾ P(Ωj,k | BEk) is the degree of belief in the occurrence of Ωj,k given the occur-
rence of BEk.

In light of these applications, this research focuses on the Fault Tree Analysis devel-
oped within the Speed at Sea project as the case study of interest. This particular 
project identified 38 human errors, 26 technical failures, and 64 organizational sce-
nario variables. The analysis was used to identify and evaluate risk control options 
for ship collisions, as well as the probabilistic correlation between the multiple basic 
events of the Collision Fault Tree and the Bayesian Belief Network model of the 
Maritime Transport System.

In short, the analysis of the Speed at Sea project illustrates the use of apply-
ing the Bayesian Belief Network model to identify the relevant causal factors 
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related to ship collisions occurring on the Maritime Transport System. This 
application identified those contributing factors as well as the conditions and/or 
scenarios that increase the possibility of ship accidents between two high-speed 
crafts on the open sea. Additionally, the case study provided support for illus-
trating the characteristics associated with the Bayesian Belief Network, which 
are as follows:

 ◾ Modeling of human and organizational factors in a Bayesian Belief Network 
can be used as a tool for tuning parameters within other probabilistic models 
and performing risk analysis.

 ◾ Simplify the identification of failures or causal factors at the organizational level.
 ◾ Probabilities of a Bayesian Belief Network model are easily updateable, which 

is beneficial upon introduction of future evidence related to existing factors 
over time.

 ◾ The Bayesian Belief Network model has the potential for further application 
in that it can be used as a tool for safety management processes and decision 
making at different levels.

9.3	 	Interagency	Antiterrorism	
Information-Sharing	Systems	[14]

A growing concern for interagency communication between counter-terrorism and 
emergency management agencies in regard to information sharing and coordina-
tion has come out of the terrorist attacks of 9/11 in 2001, as well as the govern-
ment’s response to Hurricane Katrina in 2005. These occurrences are sufficient 
evidence to support that emergency management agencies need to improve their 
means of information sharing and coordination.

A study was conducted to analyze counterterrorism organizations’ acceptance of 
inter-organizational information-sharing systems in terms of sociotechnical factors 
at a station level [14]. These factors include information sharing between partners, 
sensitivity of shared information, organizational norm of interagency information 
sharing, and IT infrastructure [14]. A station is considered to be a physical structure 
or establishment of a counterterrorism organization located within a small geograph-
ical area [14]. By defining the study on the station level, data collection from individ-
uals can be aggregated and for multiple responses from a single station, it is required 
that confidentiality be maintained of the surveyed counterterrorism organization.

Information sharing commonly occurs among business partners for the pur-
pose of achieving some degree of financial or economic benefit. These informa-
tion-sharing relationships have limited confidentiality in regards to public safety 
and national security. For this reason, the information sharing between businesses 
and government organizations do not directly correlate although they are some-
what comparable. Cooperation between various counterterrorism organizations 
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is sometimes limited because these organizations are assigned to different roles, 
including intelligence gathering overseas, terrorism investigation in the U.S. home-
land, and public control and assistance, in which they compete with each other for 
political power, budget, or pride [14].

A national e-government may implement the means of sharing information 
between counterterrorism organizations but the competition between agencies will 
still exist, depending on how the system is implemented and utilized [14]. This study 
defines information sharing systems acceptance as “the level of provision of proprie-
tary information to relevant external parties through information systems [14].” Other 
researchers have proposed the idea of implementing a system for information sharing 
based on the social exchange theory. The social exchange theory argues that when 
exchange partners conform and adhere to reciprocal rules of exchange a quality rela-
tionship will develop. In the context of sharing information between counterterrorism 
organizations, the social exchange theory would suggest that when one counter-terror-
ism organization discloses its information to other counterterrorism organizations, the 
behavior should be compensated by other counterterrorism organizations with infor-
mation or actions of equal value. However, due to the classified nature of information 
within a given counterorganization, the act of making such private information avail-
able is associated with the inherent risk that the ability to maintain national security 
in compromised. The risk understandably increases as the sensitivity of information 
increases. Likewise, as the sensitivity of the information disclosed to other counter-
terrorism organizations increases, the supplemental information exchanged in return 
must be of equal sensitivity. This exchange system emphasizes the ability of counterter-
rorism organizations to provide adequate proof of a high level of information assurance 
to other organizations before providing sensitive information.

In addition to the risk of sharing sensitive information, the IT infrastructure 
and system utilization can also influence the acceptance and use of information 
sharing systems. Integrating an information sharing system into an already widely 
used internal-information sharing system could result in the system’s being more 
readily accepted and utilized.

Another factor that contributes to the degree of acceptance of information 
sharing systems is how a given counterterrorism organization utilizes the system. 
Typically, in the domain of counterterrorism, information sharing is controlled by, 
or at least influenced, by a supervisory authority or regulations for many organiza-
tions [14]. This control implies the expectation of information-sharing systems to 
experience authoritative pressures through defined standards put in place by these 
authoritative bodies. The model of counterterrorism information-sharing systems 
acceptance is displayed in Figure 9.5.

An online survey questionnaire was administered to emergency responders to 
empirically test the suggested model of counterterrorism information-sharing sys-
tems acceptance. The presented results are that of a pilot study conducted using the 
first wave of survey results. The survey results uncovered an inconsistency between 
the use of information-sharing systems and organizational needs [14]. Results gave 
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evidence to information-sharing systems acceptance being mainly influenced by 
concerns for information security and institutional standards or conditions rather 
than the value of the information being shared with other organizations. From the 
results, the continuing study can be improved and revised in expectation to obtain 
further evidence to support the information-sharing system acceptance model.

9.4	 	Risk	Analysis	of	Complex	
Sociotechnical	Systems	[15]

The occurrence of a critical event, or major accident, is not acceptable within an 
operational installation when it presents any degree of risk for the environment. 
The Major Accident Reporting System database associated with the European 
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Figure	 9.5	 The	 information-sharing	 systems	 acceptance	 model.	 (From	 Lee,	 J.	
and	Rao,	H.,	2007,	Understanding	sociotechnical	environments	for	acceptance	of	
inter-agency	counterterrorism	information	sharing	systems,	Hawaii International 
Conference on System Sciences,	2007.	IEEE	Computer	Society,	Washington,	DC.)
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Union presents evidence of human failures representing 64% of declared accidents. 
Risk analysis must consider factors outside the system level. Human operation and 
organizational influence must be taken into account to sufficiently implement some 
practice of accurate risk analysis.

The concept of risk is a widely studied topic. In order to assess risk, it must first 
be defined. Risk is generally defined as the combination of the occurrence prob-
ability of damage and its gravity. Likewise, risk assessment is defined as the series of 
logical steps used to systematically examine the risks associated with an operational 
system [15]. This assessment consists of a risk assessment and reduction process, 
which is graphically displayed in Figure 9.6.

A popular method for analyzing the occurrence of critical events is to apply 
the “bow-tie” risk analysis. This method is sufficient for analyzing a system at the 
technical level, and consists of a fault tree and an event tree. The paths that exist 
between different entities represent different accident scenarios from initial con-
tributing factors to the final consequences. However, this method is limited. It 
adequately handles evaluating risk at the technical level but fails to consider con-
tributing factors that are relevant to an accident scenario. Modification of the bow-
tie method would be necessary to incorporate the contributing factors into the risk 
analysis. Likewise, present risk analysis methods require modification because they 
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Figure	9.6	 Risk	assessment	and	risk	reduction	processes.	(From	Léger,	A.,	Duval,	
C.,	Weber,	P.,	Levrat,	E.,	and	Farret,	R.,	Risk	Analysis	of	Complex	Socio	Technical	
Systems	by	Using	Bayesian	Network	Modeling,	available	from:	http://www.cper-
misn-sectaf.cran.uhp-nancy.fr/Files/ACD/p42.pdf.)
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are limited to Boolean variables and uncorrelated relations, and they do not include 
repairing notions and temporal dependencies [15].

As previously stated, risk analysis applied to the technical layer alone does not 
produce an accurate depiction of every contributing factor for a given critical event. 
A higher degree of analysis must be used to consider all relevant factors: a global 
risk analysis. At the global level, the constraining external processes for an opera-
tional system are divided into four categories or layers:

 1. Decisions and actions layer
 2. Internal organizational layer
 3. External organizational layer
 4. Natural environment layer

The decisions and actions layer represents processes linked with the decision mak-
ing at the individual level, the internal organizational layer represents processes 
linked with the management of the enterprise, the external organizational later 
represents processes linked with the climate in which this enterprise evolves, and 
the natural environment layer represents processes linked with the evolution of the 
physical and natural climate [15].

Understandably, there exists the need to accurately identify the relations between 
these defined layers with an operational system of interest. Additionally, it is highly 
important to identify the relations existing between the technical layer and the 
human/organizational layer. The technical layer is typically qualified as a closed-
loop system consisting of limitations or constraints, multiple causality relations, 
and identifiable interactions [15]. On the other hand, the human/organizational 
layer is typically qualified as a dynamic, open-loop system where limits are difficult 
to determine and the systems experience high rates of change. A high-level flow 
chart illustrating the steps taken in global risk analysis with respect for decision-
making support is displayed in Figure 9.7.

On top of performing global risk analysis, it may be desirable to incorporate 
barriers into the system. A risk reduction barrier is defined as an entity installed 
in the system to prevent the occurrence of a risky scenario [15]. Risk reduc-
tion barriers are categorized as preventive or protective; a preventive barrier is 
typically located upstream for the purpose of preventing or limiting the critical 
event and a protective barrier is typically located downstream for the purpose 
of reducing the consequences of the critical event. Risk reduction barriers can 
be further categorized based on the contributing resources into the three fol-
lowing categories:

 ◾ Organizational barrier: composed of management activity
 ◾ Human barrier: composed of human activity
 ◾ Technical barrier: composed of a safety device
 ◾ Combined barrier: combination of barriers
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These barriers need to be integrated into the risk analysis model in order to deter-
mine the impact the barriers have on the system as a whole. Performing a risk 
analysis model with the idea of integrating these barriers requires that presently 
operating barriers be identified. Next, the model gives light to locations where addi-
tional barriers may be incorporated into the system. In doing so, the model must be 
updated to represent the barriers resulting in an explicit representation of a barrier 
impact on the entire system.

Of the existing tools to construct the risk analysis model, Bayesian network 
models are most applicable to this modeling problem because they allow for the 
use of qualitative and/or quantitative models [15]. Bayesian network models lend 
themselves easily to generalizing the translation from fault trees and event trees. 
With respect to the technical layer, a Bayesian network model is beneficial because 
it allows for the representation of reconfigurations of the system, treatment of par-
tially correlated failures, and modeling and propagation of uncertainties in the 
model from initiators to the output indicators [15]. With respect to the human/
organizational layer, a Bayesian network model is beneficial because it allows corre-
lations between variables, integration and updating of various kinds of knowledge, 
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Figure	9.7	 Steps	of	a	global	risk	analysis	in	a	perspective	of	decision-making	sup-
port.	(From	Léger,	A.,	Duval,	C.,	Weber,	P.,	Levrat,	E.,	and	Farret,	R.,	Risk	Analysis	
of	Complex	Socio	Technical	Systems	by	Using	Bayesian	Network	Modeling,	avail-
able	 from:	 http://www.cper-misn-sectaf.cran.uhp-nancy.fr/Files/ACD/p42.pdf.),	
November	2006.	IAR	Annual	Meeting.
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different abstraction layers to be structurally modeled, and the use of multi-model 
variables [15].

Implementing the Bayesian network model requires intimate knowledge of the 
technical layer as well as the human/organizational level. Integrating the risk reduc-
tion barriers requires some degree of modification to the existing modeling tool. 
Upon integrating the risk reduction barriers, each barrier is incorporated as a parent 
entity of the event it protects or prevents. Ideally, when constructing the Bayesian 
network model, all entities are organized so that the high-level influences are par-
ents of the low-level influences, which is a realistic and practical representation. Or 
in other words, the model will illustrate the influence streaming from management 
to the actors and then to the technical layer [15]. It is also important to note that 
when the risk reduction barriers are incorporated into the Bayesian network model 
the implementation of one barrier does not directly influence the functionality of 
another barrier, or they are independent of one another.

The industrial storage tank displayed in Figure 9.8 was the system of interest 
for the case-study for application of the proposed modeling techniques. The storage 
tank houses liquid pentane for a short period of time, which is extremely flam-
mable in open air. The storage of the liquid pentane is performed in the presence of 
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Figure	9.8	 Industrial	storage	tank.	(From	Léger,	A.,	Duval,	C.,	Weber,	P.,	Levrat,	
E.,	 and	Farret,	R.,	Risk	Analysis	of	Complex	Socio	Technical	 Systems	by	Using	
Bayesian	Network	Modeling,	available	from:	http://www.cper-misn-sectaf.cran.
uhp-nancy.fr/Files/ACD/p42.pdf.),	November	2006.	IAR	Annual	Meeting.
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gaseous nitrogen, which prevents any reaction or ignition from the air. Actuators 
are used to systematically control the amount of input and output of the pentane 
liquid and the nitrogen gas, as well as control the output of pressure from the tank. 
A vent hole, safety valve, and retention pool are present for sustaining a safe amount 
of liquid in the tank and also for balancing the amount of pressure buildup inside 
the tank.

A global risk analysis was performed on the storage tank scenario previously 
described. The first step of achieving the global risk analysis was to perform a tech-
nical analysis that would identify the contributing factors that make up the techni-
cal layer of the model. Next, the human and organizational factors were identified 
with respect to decision-making support. Lastly, all risk reduction barriers were 
identified as well as the resources they influence. All these variables were then 
incorporated to construct the Bayesian network model. This constructed model 
served as the basis for determining the probabilistic occurrence of the critical event 
in the month of August.

9.5	 	Dynamic	Networks:	Modeling	Change	
in	Risky	Environments	[16]

The research in [16] presents an interim report on the study of the transportation 
system in the Pittsburgh Metropolitan Region in reaction to a range of extreme 
events on the existing infrastructure. Certain aspects of this research are ongoing 
but the three principal objectives are as follows:

 ◾ To identify the metrics associated with the operation of a regional transporta-
tion system for both the technical and organizational networks

 ◾ To construct a model for determining patterns of adaptive response through 
simulation of threats to the system under different conditions of risk and 
resilience

 ◾ To provide a model as a means of supporting decision making at the manage-
ment level to improve efficiency and effectiveness handling risk to transporta-
tion systems

As stated, the focus of this research is to develop a model that accurately repre-
sents a sociotechnical system for disaster response. Typically, social and technical 
infrastructures have been modeled independently using an interconnected system 
of nodes and links representing the relationships or interactions between different 
entities. Relative to the goals of this research, the relationships and interactions 
between the social and technical infrastructures are substantially important for 
assessing the fragility or performance of a transportation system within a metro-
politan region under threat.
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The research concerning the previous stated objectives was conducted in several 
phases. First, a generic set of metrics are developed to characterize the sociotechni-
cal infrastructure of the emergency response operations concerning threats to the 
transportation within the Pittsburgh Metropolitan Region. The particular trans-
portation system consists of a highly complex technical network of different means 
of transportation and a highly complex social network of emergency response orga-
nizations. The generic set of measurements will be determined from a subsection of 
the transportation system [16].

Next, the characterization of the transportation infrastructure will used to con-
struct the simulation framework to represent the Pittsburgh Metro Region in order 
to simulate the response of the regional transportation system under the influence 
of different types of threats, available information, resource availability, and time 
stress [16].

Next, the results of the simulation of the transportation infrastructure will 
be used to develop probabilistic models for the Pittsburgh Metro Region. These 
models will accurately describe the spread of congestion due to the occurrence of 
different critical events. The model will also help to identify the threshold of the 
transportation system under various conditions in response to the different types 
of threat. The results will help contribute to determining what proactive barriers 
can be instituted to prevent the occurrence of the damaging event as well as how to 
handled them through efficient use of resources from the emergency response orga-
nizations. These risk reduction barriers may include improving the shared infor-
mation and coordination between the organizational systems, which in turn will 
improve proper organization to best handle the occurrence of the critical event.

In developing the necessary metrics, modeling of the infrastructure’s fragility 
is based on an the percolation theory [16]. Percolation analysis is the study of the 
distribution of failure cluster size and phase transition which provides a means of 
determining when a system transitions from a stable phase into an unstable phase 
[16]. Specifically, a system reaches a point of instability when the failure cluster 
grows to the extent that the network is no longer connected [16]. Applying this idea 
will assist in concluding whether or not an infrastructure of an area will maintain 
its operational capacity in response to various disasters.

The first task of characterizing the sociotechnical infrastructure systems is to 
model the vulnerability of the technical infrastructure for transportation. The initial 
study focused on an area of highway network near Allegheny County, Pennsylvania. 
The particular highway network of interest was limited to consider only those sec-
tions that incurred daily traffic of over 10,000 vehicles [16]. These highway sections 
include highways that are maintained by the state in the city of Pittsburgh [16]. 
The longest distance to which one can travel defines the stressed diameter and the 
average distance that can be traveled defines the stressed characteristics. To indicate 
risk, a dynamic variable will represent the flow of traffic through the system. The 
Pennsylvania Department of Transportation is assisting with the collection of data 
regarding traffic flow in the area of interest. This data will assist in determining 
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which sections or vertices are most significant to the highway network or which ver-
tex will introduce the most damage into the transportation system upon removal.

The second task of characterizing the sociotechnical infrastructure systems is 
to model the vulnerability of the organizational infrastructure for disaster manage-
ment. Comparable analysis, as previously described, is being applied to characterize 
the emergency response network responsible for monitoring and handling disrup-
tions within the transportation system. Once again, the study is limited to the 
sub-sectioned, area of interest. Those organizations contributing the maintenance 
of this highway section are being modeled as a single organizational network where 
each of the authoritative organizations responsible for responding to their given 
jurisdiction will be represented as a vertex. Edges between the different organiza-
tional vertices represent the laws, policies, and procedures shared between the dif-
ferent organizations pertaining to communication and action responsibilities [16]. 
As a measure of the capacity for action, calculation of the cost of time and resources 
required to respond and handle the occurrence of a critical event in the highway 
network will be necessary. The resilience indicator will be a dynamic variable repre-
senting the total number of messages communicated between the different organi-
zations in the network in when responding to a critical event in the transportation 
system. Likewise, the resulting measures will illustrate the most significant vertices 
in the organizational network which will also identify which one will introduce the 
most damage into the network’s ability to respond and act to critical events upon 
removal that vertex.

The last task in characterizing the sociotechnical infrastructure systems is to 
model the interaction between the social and technical infrastructure systems. It is 
desirable to determine how the interactions between the two infrastructures impact 
the operation of the regional transportation system [16]. The two infrastructures 
must be analyzed in parallel to determine how a given critical event affects the abil-
ity of the emergency response organizations to coordinate and efficiently act. The 
analysis will be extended to determine the patterns of failure or the extent of failure 
within the transportation system, or technical infrastructure, that reduces the orga-
nizational response systems ability to respond. The results of these analyses on the 
interaction between the two technical and organizational systems will contribute to 
the process of identifying the different points of failure, which, in turn, points out 
what aspects of the systems need to be improved to prevent future occurrences of a 
critical event or a better means of addressing the occurrence of the critical event.

The next phase is to construct the simulation framework to represent the 
Pittsburgh Metro Region. This framework will be modeled after the identified rela-
tionships, measures, and network models produced from the analysis of character-
izing the sociotechnical infrastructure systems.

The first step toward building the simulation framework is simulating the 
transportation network. For each vertex of the constructed transportation network 
model, a small number of surrounding intersections will be considered in conduct-
ing an analysis of traffic. Within each analysis, sufficient data for different scenarios 
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will be generated to produce an accurate characterization of each region of the 
transportation system. Multiple transportation agencies are assisting in the process 
of gathering data by monitoring traffic flow within the transportation system [16]. 
This data will be used to model the rules of interaction between the transportation 
system and the emergency response organizations under the influence of some criti-
cal event.

The second step toward building the simulation framework is simulating the 
emergency response network. Data relating to this simulation has been extracted 
from emergency plans, protocols and policies for emergency response, and opera-
tion logs of past incidents occurring on the transportation system. Additionally, 
the flow of information between the various emergency response organizations will 
contribute to the data. This informational data includes the number of messages 
sent, the direction of message flow, and urgency of need. The data extracted from 
the emergency response organizations in the Pittsburgh Metropolitan Region will 
be used to establish parameters of information flow in characterizing the simula-
tion behavior in response to different critical events. Also, to investigate decision 
making in the management of these emergency response organizations, a meta-
agent, or means of simulated coordination and control, is introduced, as well as the 
use of the Bayesian network model, which allows for the modeling of incomplete 
information and uncertainty related to human decision making [16].

The last step toward building the simulation framework is simultaneously sim-
ulating the social and transportation network. The simultaneous simulation will 
allow both the physical infrastructure and the organizational infrastructure to be 
analyzed in relation to one another. The results of these analyses on the interaction 
between the two technical and organizational systems will, once again, contribute 
to the process of identifying the different points of failure, which, in turn, points 
out what aspects of the systems need to be improved to prevent future occurrences 
of a critical event or a better means of addressing the occurrence of the critical 
event.

The final phase is to establish a module for decision support. To complete the 
characterization and modeling of the Pittsburgh Metropolitan Region’s transporta-
tion system, a decision module will be produced to assist decision making authori-
ties in efficiently handling critical events in the transportation system.

9.6	 Conclusions
Risk analysis is an important means of defining and analyzing possible threats to 
individuals, businesses, or the environments or systems in which they function or 
participate in. Risk analysis is performed by a multitude of occupations ranging from 
engineering, computer science, social scientists, etc. The presented studies illustrate 
that the process of implementing risk analysis to sociotechnical systems is evolving. 
Regarding the study performed on the Maritime Transport System, initial application 
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of the presented analysis limited the contributing factors to accidents occurring at sea 
to the mechanical functionality of the ship itself, environmental conditions such as 
wind, time of day, etc., and human error. Human error was considered to be the major 
factor contributing to accidents occurring at sea but it was introduced that external 
factors outside the present system need to be considered under the risk analysis. To 
accurately represent the system of interest all relevant parties at every level must be 
identified. This includes government bodies, shipyard owners, company investors, 
and any other organizational body that is involved or associated with the decision-
making process related to the well-being of the company.

Each of the above discussed works describes the complexities associated with 
accurately representing the different systems. A sociotechnical system consists of 
interactions between a social and technical infrastructure. The degree of complexity 
associated with each infrastructure varies but, regardless of the complexity, each one 
must be accurately represented to produce accurate results upon performing risk anal-
ysis. The two infrastructures must first be studied independently of one another, iden-
tifying the variables of interest and identifying how these variables can be extracted 
from real-time operation of a given infrastructure. A model for each infrastructure 
will then be constructed to represent the relevant entities and relationships identi-
fied previously. The modeled systems can then be subdued to different conditions of 
threat to characterize how it affects the functionality of the model. It will also assist in 
identifying which entities are most significant on the infrastructure of interest.

Upon completion of analyzing the social and technical infrastructures indepen-
dently, analysis must be performed on the two with respect to the other. The two 
infrastructures must be further studied to determine what relationships are occur-
ring between them. The independently constructed models are combined or linked 
together with the identified relationships between them, representing the socio-
technical system as a single model. Once again, the model is subdued to different 
conditions of threat to determine how each infrastructure responds in relation to 
the other. This analysis will provide a measure of performance for the whole system 
consisting of all relationships occurring within and between both infrastructures. 
In conclusion of this risk analysis, a system of support for decision making can 
be constructed to determine what aspects of the two infrastructures need to be 
improved to prevent future threats from occurring or improving the system’s ability 
to handle or respond the occurrence.
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10.1	 Introduction
Sociotechnical networks (STN) have been becoming prevalent in many appli-
cations (see previous chapters on different applications). However, information 
sharing in the STNs also results in the vulnerabilities and difficulties in privacy 
preservation. A malicious person can easily take advantage of the public profiles 
and friendships to exploit the private information of the target such as locations, 
transaction records, and identities. Thus, it is necessary to provide appropri-
ate privacy policies or algorithms to limit the information leakage as well as to 
ensure the stability in keeping the dataflow among users and maintaining the 
accessibility.

Today, cloud computing [20] has become an important physical infrastructure 
to support STN. Cloud computing is the evolution of grid computing. It maps real 
user applications to different virtual resources. Figure 10.1 shows an example sce-
nario of cloud computing. When a user issues resources dispatch commands to the 
cloud computing core, a series of virtual resource connections will be mapped to 
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real physical clusters. Those clusters in different places form an STN. The attackers 
can try to interpret users’ data and infringe STN privacy.

In this chapter, we will provide a review on the privacy preserving schemes 
in the cloud-computing-based STNs. As an important requirement for privacy, 
anonymity is considered in many application domains. For instance, K-anonymity 
(to be discussed later) hides the identity of an entity by forming a group of simi-
lar entities. Thus, the probability of identifying the entity is less than 1/k. Group 
formation depends on broadcast and multicast to hide the identity of the receiver 
side.

STNs should be anonymized effectively in order to compromise the pri-
vacy attacks. However, there are more challenges in privacy preservation in 
STNs such as the difficulty in modeling the background knowledge of social 
attacks, to measure the data loss, and to anonymize the social identities and 
relationships.

In terms of STN privacy preservation, we are concerned about end-to-end con-
fidentiality, access control, data integrity, authentication, and availability [8]. Some 
attacks such as man-in-the-middle, impersonation attack, sybil attack [9], denial of 
service, and black hole attack can breach privacy preservation.

In the following sections we will introduce a few efficient methods to preserve 
privacy in STNs.

10.2	 	Privacy	Preserving	(Anonymization)	
Based	on	Graph	Model

In [1], the authors have introduced neighborhood	attacks, a prevalent type of privacy 
attacks in STNs. Even if we mask all the identities of vertices (a vertex in network 
graph represents a node in STNs), a malicious person can still infer part of the pri-
vate information of the target vertex with some available information published in 
the networks. For example, in Figure 10.2, several users are identified. The figure 
shows that an anonymized STN graph Ada can be identified with the knowledge 
of Ada’s unique 1-neighborhood graph (Figure 10.2c). A malicious person can find 
Bob through such a graph.

In [1], it makes use of the k-anonymity model [2] by adding a noise edge 
between Harry and Irene as shown in Figure 10.2d; k-anonymity is defined as that 
any vertices in the anonymized network can be identified with a probability lower 
than 1/k. In Figure 10.2d, k equals 2.

In [1], it applies graph theory to model a network as G	 = (V, E, L, φ), 
where V is a set of vertices, E is a set of edges, L is a set of labels, and φ: V → L 
is a labeling function. For a graph G, V(G), E(G), LG, and φG	 are the set of 
vertices, the set of edges, the set of labels, and the labeling function in G, 
respectively.
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The labels in L are hierarchical. For two labels l l L1 2, ∈ , if l1 is more 
general than l2, then l l1 2≺ ; as a example: scientist physicist≺ . If l1 = l2 then 
l l1 2ʺ . G S S E Ls g g( ) ( , , , )= ϕ is defined as the subgraph of G if S V G� ( ) and 
E u v u v E G u v Ss = ∈ ∧ ∈{( , ) | ( , ) ( ) , }.

Given u V G∈ ( ) , we define the neighborhood of u	as Neighbor G NG u= ( )where 
N v u v E Gu = ∈{ | ( , ) ( )}. For two graphs G V E L= ( , , , )ϕ and H V E LH H= ( , , , ),ϕ  
an instance of H	in G is a tuple ( ', )H f where H V E LH H' ( , , , )' '= ϕ is a subgraph 
in G and f V VH H: '→ is a bisection function such that (a) given ∀ ∈u VH , 
ϕ ϕ( ( )) ( )f u u≤ , and (b) ( , )u v EH∈  if and only if ( ( ), ( )) 'f u f v EH∈ .

In [1], four issues are addressed in order to preserve privacy in publishing net-
work data:

 1. Privacy in social networks and anonymization: Given a network 
G V E L= ( , , , )ϕ and the anonymization G V E L' ( ', ', ', ')= ϕ for publishing, 
Reference 1 provides a bijection function A V V: '→ under the assumption 
that no fake vertices are induced. Besides, [1] assumes that for ( , ) ,u v E∈
( ( ), ( )) 'A u A v E∈ . As an adversary can identity a vertex by the similarity and 
difference of relationships among the vertices in G and G ' , Reference 1 
induces k- anonymity into the process G G→ '.

 2. Adversary background knowledge: An adversary needs certain background 
knowledge of networks to reidentify the vertex. Different kind of background 

Ada

Harry

EdBob

Fred

Irene

Ada

Figure	10.2	 Neighborhood	attacks	in	an	STN.	(From	Bin	Zhou	and	Jian	Pei.	Data	
Engineering,	2008.	IEEE 24th International Conference on ICDE 2008.	April	7–12,	
2008,	pp.	506–515.)
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knowledge can lead to different types of privacy attacks. Reference [1] just 
focuses on the background knowledge about the immediate neighbors of the 
target vertex.

 Given a vertex u V G∈ ( ), u is k-anonymous in anonymization G ' if there 
are at least ( k – 1) other vertices, denoted as v v V Gk1 1,... ( )− ∈ , such that the 
neighborhoods Neighbor A u Neighbor A v NeigG G' '( ( )), ( ( )),...,1 hhbor A vG k'( ( ))−1
are isomorphic. Thus, G ' is k-anonymous if any vertex in G is k-anonymous 
in G '.

 3. Usage of anonymized social networks: Different applications should adopt 
various anonymization schemes. In Reference [1], the anonymization scheme 
applied is based on aggregate network queries that are popularly used in many 
network applications whenever aggregated data needs to be queried.

 4. Problem complexity: The complexity of k-anonymity problem defined in 
Reference [1] is NP-hard.

Reference [1] also proposes an effective anonymization method, which consists of 
two steps:

10.2.1 Neighborhood Extraction and Coding
According to the requirements of k-anonymity, the vertices should be divided 
into groups and their neighborhoods need to be anonymized. As a graph iso-
morphism problem, Reference 1 introduces neighborhood component coding 
technique to tackle the isomorphism NP-hard problem [3]. As a result, isomor-
phism can be determined by the corresponding codes. A neighborhood com-
ponent C is defined as a maximal connected subgraph in Neighbor uG ( ). As 
shown in Figure 10.3, there are three neighborhood components, C1, C2, C3, in 
Neighbor uG ( ) .

Thus, in order to encode the whole neighborhood, the components should be 
coded first. Reference 1 suggests the use of DFS-tree (depth-first	search	tree) [4] to 
encode the vertices in the preorder of T. As shown in Figure 10.4a,b,c, (b) and (c) 
are two different DFS-trees of graph G	 in (a). The	forward	edges included in the 
DFS-trees and the	backward	edges excluded from the DFS-trees are illustrated as 
the thick edges and the thin edges, respectively, in Figure 10.4b,c. Then the vertices 
are encoded form v0 to v3based on the preorder of the corresponding DFS-trees. 
Thus, the DFS-tree for a graph G	is not unique. To tackle this problem, Reference 
1 uses a	minimum	DFS code notation proposed in Reference 5.

To identify the minimum	DFS	code, it is necessary to give the definition of a lin-
ear order ≺ on edges. For edges e v vi j= ( , ) and e v vi j' ( , )' '= (in any edge ( , ),v vi j  
i j< ), e e≺ '  if (a) when both e and e ' are forward edges, j j< 'or ( ' ');i i j j> ∧ =  
(b) when both e and e ' are backward edges, i i< ' or ( ' ')i i j j= ∧ < ; (c) when e is a 
forward edge and e '  is a backward edge, j iʺ '; or (d) when e is a backward edge 
and e '  is a forward edge, i j< '.
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The DFS	code	of G with respect to T, code(G,	T	), is a list of all edges in E(G	) 
according to the order ≺ . For instance, the DFS code in Figure 4b is

 code G T v v x x v v x z v v z( , ) ( , , , ) ( , , , ) ( , ,1 0 1 1 2 2 0= − − ,, ) ( , , , ) ,x v v x y− 1 3

where an edge is denoted as ( , , ( ), ( ))v v v vi j i j� � .
In Figure 4c,

 code G T v v y x v v x x v v x( , ) ( , , , ) ( , , , ) ( , ,2 0 1 1 2 2 3= − − ,, ) ( , , , ) .z v v z x− 3 1

A predefined linear order in the label set L can produce the order of edges which 
determines the lexically minimum	 DFS	 code, denoted as DFS(G	). For example, 
DFS G code G T code G T code G T( ) min( ( , ), ( , )) ( ,= =1 2 1))  in Figure  10.4. The prop-
erty of minimum DFS code (two graphs G and G ' are isomorphic if and only if 
DFS G DFS G( ) ( ')= [5]) is useful for coding the components of the neighborhood 
of a vertex. The minimum DFS code of all components can be combined to one 
code according to the neighborhood component order.

Given two neighborhood components Ci and Cj in NeighborG(u), C Ci j≺ if (a) 
|V(Ci	) < V(Cj	)| ; or (b) |V(Ci	) = V(Cj	)| and |E(Ci	) < E(Cj	)|; or (c) |V(Ci	) = V(Cj	)| 
|E(Ci	) = E(Cj	)|, and |DFS(Ci	) < DFS(Cj	)|. Thus, the neighborhood component code 
of Neighbor uG ( )  is a vector NCC u DFS C DFS Cm( ) ( ( ),..., ( ))= 1  where C Cm1,...,  
are the neighborhood components of Neighbor uG ( ) , i.e., Neighbor u CG i

m
i( ) ,= =∪ 1  

C Ci j≺  for 1≤ < ≤i j m . For example, NCC u DFS C DFS C DFS C( ) ( ( ), ( ), ( ))= 1 2 3  
in Figure 10.4. According to the property of minimum DFS codes, two neigh-
borhoods Neighbor uG ( )  and Neighbor vG ( )  are isomorphic if and only if 

u

C3

C2

C1

Figure	10.3	 Neighborhood	and	its	components	(the	dashed	edges	are	 just	 for	
illustration	purpose	and	are	not	in	the	neighborhood	subgraph).	(From	Bin	Zhou	
and	Jian	Pei.	Data	Engineering,	2008.	IEEE 24th International Conference on ICDE 
2008.	April	7–12,	2008,	pp.	506–515.)
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NCC u NCC v( ) ( )= . Thus, it is easy to compare the isomorphism and to calculate 
the similarity between two neighborhoods where information loss is reduced dur-
ing anonymizing similar components.

10.2.2 STNs Anonymization
Based on the predominant properties of STNs such as power law distribution of 
node degree and small world theory, we can anonymize a network as well as pre-
serve the neighborhoods and properties of original networks. k vertices with same 
degrees should be divided in a group according to the requirements of k-anonym-
ity. Besides, such a process should follow the descending order based on the power 
law distribution.

10.2.2.1 Anonymization Quality Measure

Reference 1 proposes two methods to anonymize the neighborhoods of vertices: 
generalizing vertex labels and adding edges, both of which result in some informa-
tion loss.

The information loss caused by generalizing vertex labels can be measured by 
normalized certainty penalty [6]. Suppose label l1 of the vertex u  is a leaf in the 
label hierarchy and l l2 1≺ . The number of leaves of l2 is denoted as size l( )2 . size(*)  
(* represents the most general category in the label hierarchy) is the total number of 
leafs in the label hierarchy. The normalized certainty penalty of l2 is

 
NCP l size l

size
( ) ( )

(*)2
2=

(a) Graph G

z

x

x

y z z

(c) DFS-tree T2 (b) DFS-tree T1

x V0
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V3V2 V3

V2

V1

V0

x
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Figure	10.4	 DFS	codes,	starting	from	different	vertices.	(From	Bin	Zhou	and	Jian	
Pei.	Data	Engineering,	2008.	IEEE 24th International Conference on ICDE 2008.	
April	7–12,	2008,	pp.	506–515.)
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The information loss caused by adding edges can be measured by the total num-
ber of edges added and the number of vertices induced from other neighborhood 
for anonymization. Consider Neighbor uG ( )1  and Neighbor uG ( )2  are generalized to 
Neighbor A uG '( ( ))1 and Neighbor A uG '( ( ))2 . Given

 H Neighbor A u Neighbor A uG G= ( ( )) ( ( ))1 2∪

and

 H Neighbor A u Neighbor A uG G' ( ( )) ( ( )),' '= 1 2∪

The anonymization cost is

	

Cost u v NCP v v v v v
v H

( , ) ( ') ( , ) | ( , )
' '

= ⋅ + ⋅
∈∑α β 1 2 1 2 ∉∉{

∈ } + ⋅ −( )

E H

A v A v E H V H V H

( ),

( ( ), ( )) ( ') ( ') ( )1 2 γ

where α , β, and γ  are the weights of three parts of cost predefined by users. The 
first part is the normalized certainty penalty; the second part calculates the cost 
of adding edges; the third part takes the number of vertices associated with the 
anonymized neighborhood. We can balance these three parts by tuning the three 
parameters. Thus, the similarity between two neighborhoods is measured by the 
anonymization cost.

10.2.2.2 Anonymizing Two Neighborhoods

First, we select all neighborhood components that totally match each other according 
to the same minimum DFS code. For example, as shown in Figure 10.5, the neigh-
borhood component C u Neighbor uG2( ) ( )∈ matches C v Neighbor vG3( ) ( )∈ exactly.

Then Reference 1 uses a greedy method to group these not completely 
matched components based on the anonymization cost. Initially, we find two 
vertices with the same degree and the same label in the two components. Select 
the pair with the highest vertex degree when there are more than one pair of 
such vertices.

If there is not such a pair of matching vertices, we relax the requirements of ver-
tex degree or label, compute the difference of degrees and the normalized certainty 
penalty of generalizing the labels in the label hierarchy, and select the pair with the 
minimum anonymization cost. Then, take a breadth-first search to match vertices 
one by one. Thus, the similarity between the two components can be calculated by 
the anonymization cost according to the matching process.

Regarding the components C1(u) and C1(v) in Figure 10.5, we select the pair of 
vertices ( u1 v1 ) and take a breadth-first search ( u2 v2 and u3 v3 ). However, there is 
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no vertex in C1(v) matching with u4 in C1(u). In such a case, we should find a vertex 
w V G1 ∈ ( )  which is not included in C1(u) or C1(v) , and add w1 to C1(v). As a result, 
C1(u) and C1(v) can be anonymized to the same structure. The process of selection 
of w1 is introduced as below.

First, select such a vertex in V(G) that is unanonymized and with the smallest 
degree. If there is more than one vertex that satisfy the requirements, we can choose 
the one with the closest label according to the normalized certainty penalty. If there 
is no unanonymized vertex, we then select an anonymized vertex w satisfying the 
requirements of the degree and the label, and categorize w and other ( k	– 1) vertices 
in its same group as unanonymized.

Label Hierarchy 

l6

*

l7

l1 l2 l3 l4 l6

New Neighbor Nodes 

w1, l4 w2, l5

NeighborG(u)
u1, l2

u2, l4
u3, l1 u4, l4

C1(u)

u5, l1 u6, l2 u7, l1 u8, l3

C2(u) C3(u)

NeighborG(v)
v1, l2

v2, l5
v3, l1

C1(v)

v6, l1 v6, l5 v7, l1v4, l2 v8, l2

C2(v) C3(v)

Anonymized Neighborhood

s7, l1 s8, l3

C2(s) C3(s)C1(s)

s2, l4

s1, l2

s3, l1 s4, l4 s4, l2 s6, l1 s6, l5

Figure	 10.5	 Anonymizing	 two	 neighborhoods.	 (From	 Bin	 Zhou	 and	 Jian	 Pei.	
Data	Engineering,	2008.	IEEE 24th International Conference on ICDE 2008.	April	
7–12,	2008,	pp.	506–515.)
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In Figure  10.5, given an unanonymized vertex (w1,	l4) added to C1(u), the 
 anonymization cost of C1(u) and C1(v) is

 

α ϕ β γ⋅ + ⋅ + ⋅
∈
∑ NCP A v

v V C u V C v

( ( ( ')))
' ( ( )) ( ( ))1 1

1
∪

11 4
5

= ⋅ + +α β γ .

According to the anonymization cost, we can pair similar components. In 
Figure 10.5, C1(u) matches C1(v), C2(u) matches C3(v), C3(u) matches C2(v).

10.2.2.3 Anonymizing a Social Network

Figure 10.6 shows the algorithm (basic idea) proposed in Reference 1 to anomy-
mize a social network. Based on the results of experiments in Reference 1, the 
algorithm converges very fast.

After the anonymization, there may be some errors in the network due to the addi-
tional edges. As k increases, the complexity of the anonymization and the error rate 

Input: social network, anonymization requirement
parameters, cost function parameters

Sort graph nodes as VertexList in neighborhood size descending order 

If: VertexList size >2k-1, let CandidateSet contain the top k-1
vertices with the smallest cost;

Otherwise: Let CandidateSet contain the remaining unanonymized vertices.

Loop2: Anonymize Neighbor(uj) and {neighbor(SeedVertex),
Neighbor(u1), … Neighbor(uj-1) as discussed in paper [1], mark them

as “anonymized”; update VertexList. 

Loop1: for each VertexList nodes, calculate Cost using the
anonymization method for two verticesBig

Loop

Output: an anonymized graph

Anonymize Neighbor (SeedVertex) and Neighbor(u1) as discussed in 
paper [1] Section III-B.2 

Figure	10.6	 Anonymizing	a	social	network.	(From	Bin	Zhou	and	Jian	Pei.	Data	
Engineering,	2008.	IEEE 24th International Conference on ICDE 2008.	April	7–12,	
2008,	pp.	506–515.)
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in the network will increase. Actually, an adversary maybe knows only a part of the 
neighborhood of a target vertex. This results in better performance of the algorithm.

Although the algorithm has some advantage as we mentioned above, we should 
extend the method to handle the case where not only vertices but also edges have 
labels. Besides, we could induce some faked vertices in the process of anonymiza-
tion as well as considering the network structure preservation. We also can extend 
1-neighborhood in Reference 1 to d-neighborhood to enhance the privacy preser-
vation. k-anonymize has some privacy problems because of the lack of diversity in 
sensitive attributes. Thus, l-diversity [7] is more desirable.

10.3	 Privacy	Preserving	Based	on	Trust	Relationships
Reference 8 proposes a distributed privacy preservation method based on the trust 
relationships. This anonymization method makes use of the multi-hop routing 
among cooperative nodes. The node, which represents a user in network, is uniquely 
identified by a pseudonym and a node identifier.

As shown in Figure 10.7, there are three components in the system proposed in 
Reference 8.

10.3.1 Matryoshkas
The matryoshkas is defined as a hierarchical structure of relationship between the 
node (the owner of the matryoshkas) that is located on the core and other trusted 
nodes on the concentric rings. The innermost ring consists of a set of nodes which 
are trusted by the owner of the matryoshkas. The second ring consists of a set of 
nodes which are trusted by the nodes in the first ring. Other rings are established 

P2P (peer-to-peer)
substrate

Trusted
Identification

Service

Figure	 10.7	 System	 main	 entities:	 peer	 to	 peer	 substrate,	 matryoshkas,	 and	
trusted	 identification	 service	 [8].	 (From	Cutillo,	 L.A.,	Molva,	R.,	 and	Strufe,	 T.	
Wireless	On-Demand	Network	Systems	and	Services,	2009.	Sixth International 
Conference on WONS 2009.	February	2–4,	2009,	pp.	145–152.)
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according to the same rules. Besides, it is not necessary for the nodes on the same 
ring to trust each other, except for the first ring. Under certain encryption opera-
tions, the information of the core node is made copies on all the nodes in the first 
ring. Thus, the messages go through the concentric rings from an outermost node 
to an innermost node. Every node must establish its matryoshka once it enters the 
system and keep updating it. The privacy is preserved based on the hop-by-hop 
trust relationships.

10.3.2 Peer-To-Peer Substrate
According to users’ identifiers, the peer-to-peer substrate provides the global access 
to its data. Each node in the peer-to-peer substrate is arranged in a distribute hash 
table (DHT) associating with the distributed systems. The pseudonym of each 
node is used to identify its location in the DHT according to the DHT protocol. 
Thus, the location data include the pointers to nodes on the outermost ring of the 
requested user’s matryoshka. The node in peer-to-peer substrate works as an entry 
to access the information of the target node.

10.3.3 Trusted Identification Service
Each node gets a unique pseudonym, a unique node identifier, and two certificates 
for the authentication for each type of identifiers from the trusted identification ser-
vice. The pseudonym is used as an identifier in the peer-to-peer system, and the node 
identifier is used to identify a member of the STN. Such mechanism leads to the 
protection of Sybil attacks, impersonation attacks, and attacks on the DHT overlay.

Reference 8 uses a straightforward public key cryptography in order to realize 
the privacy preservation. Each node has a set of properties N such as the pseud-
onym and the node identifier. It generates two key pairs: I and P. The identification 
service certifies the authenticity of I and P to encrypt the pseudonym P and the 
node identifier respectively. The relationship among I, P and P cannot be inferred, 
except for the trusted nodes of a user.

The system proposed in Reference 8 provides the following six operations in 
order to realize the service required in the network:

10.3.3.1 Account Creation

An account is created by an invitation initiated from a user u to a different user v 
(u is a user already existing in the system; v is denoted as a user who wants to take 
part in the system.). There are four steps for account creation:
(Step 1) Identity creation: It has the following smaller steps:

 a. v creates the two key pairs I and P;
 b. v sends a request to u for obtaining pseudonym, node identifier, and 

certificates;
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 c. u relays this request to the trusted identification service based on the DHT;
 d. the trusted identification service derives node’s pseudonym Pv	= h1(N ) 

and its node identifier v	 = h1(N ) from node’s properties N	 = ( h1, h2 
are two cryp tographic hash functions). It also grants two certificates 
{ , }I v STTP

+  and { , }P v STTP
+ P , where STTP is the signature of the identifica-

tion service;
 e. once u receives the response from the identification, it will relay the response 

to v.

(Step 2) Joining the P2P substrate:
According to the received certifications, v joins the P2P substrate using u as a boot-
strapping host and Pv as its pseudonym.

(Step 3) Creation of the profile:
v can independently generate its profile consisting of several attributes for each 
entry, and generates public key pairs, which it signs with I	+, for each attribute 
in order to share it with preferred users. Then each attribute is encrypted with its 
respective private key. The friend list is an important attribute in Reference 8, v 
retrieves the name attribute from its contacts like u in their encrypted form and lists 
these as the friend list, finally encrypted with its own respective key. Thus, a user 
is able to access the profile only if it is admitted by the nodes in the chain from the 
outmost to the innermost ring in the matryoshka.

(Step 4) Matryoshka creation:
Figure 10.8 illustrates the process of matryoshka creation for v. Initially, v only 
knows u. Step 4 further includes the following smaller steps:

 a. v stores its encrypted profile in u;
 b. It sends a request to register to DHT and a time-to-live counter, ttl, to u;

  
E M ttlP vuu

{ , }  with M k v I vvu u v S STTP Iv
= +{ , , ,{ , } }Ρ  where k is the lookup key 

for the DHT;
 c. Once u	receives the message from v, it selects a node from its contact list arbi-

trarily, for example, w, and encapsulates Mvu, then sends it together with the 
decreased ttl counter ttl '  to w:

 E M ttlP uww
{ , '}

  with M k P Muw u w u u S vu STTP Pu
= +{ , , ,{ , } , }Ρ Ρ Ρ ;

 d. repeat (c) recursively until the ttl expires (ttl is set according to the require-
ment of the number of the rings in a matryoshka).

 e. Once the message reaches the outermost ring, the node will register the key 
and authenticate it according to the chain of encapsulated signatures.
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10.3.3.2 Profile Publication

Any data can be classified as public, protected, private data. Public data is signed 
by the originator, published by the owner, and replicated at the trusted contacts of 
a user on the innermost matryoshka ring. Protected data is managed almost in the 
same way as the public data, except it needs to be encrypted by the owner. Private 
data is stored by the owner itself and not published. Each node in the system may 
dispose three different kinds of data: profile information, trusted contact relations, 
and message.

10.3.3.3 Data Retrieval

The lookup of data follows the opposite path compared to the registration. The request-
ing node can access the data based on the respective keys the owner provides.

10.3.3.4 Contact Request and Acceptance

Contact request is sent in the same way as the data request. If the target accepts 
the contact relation, it replies by a direct trusted link to v and both expand their 
inner ring of their matryoshka and executing profile replication and profile 
registration.

10.3.3.5 Message Management

Messages are sent in the same way as data retrieval requests. However, they are only 
served by the owner of the matryoshka. Besides, the sender signs its message with 
its own private node id key and encrypts it for the receiver.
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Figure	10.8	 Account	and	matryoshka	creation	with	key	registration	 for	node.	
(From	 Cutillo,	 L.A.,	 Molva,	 R.,	 and	 Strufe,	 T.	 Wireless On-Demand	 Network	
Systems	 and	 Services,	 2009.	 Sixth International Conference on WONS 2009.	
February	2–4,	2009,	pp.	145–152.)



Privacy Support in Cloud  ◾  263

© 2011 by Taylor & Francis Group, LLC

10.3.3.6 Matryoshka Maintenance

In case that a node in a matryoshka leaves the network, it sends a path invalidation 
message to the nodes on the next inner and outer rings of the matryoshka. In the 
system, all nodes check their links in the matryoshkas they participate in to detect 
the failure of nodes.

Due to the utilization of the cryptographic mechanism (the public key and the 
private key), trust relationship, and trusted identification service, the system in 
Reference 8 is able to anonymize the network so effectively that it preserves the pri-
vacy. Besides, it can resist the kind of attacks we mentioned above, as well as keep 
the availability of the network by the replication of data on the innermost ring. 
However, the storage of a node must be taken account of as the profile duplication 
exhausts the cache of the system. Besides, the response time should be consid-
ered because of the distributed structure and the hop-by-hop communication. We 
can make use of a Kademlia-based approach [10] instead of a ring-based DHT for 
shorter response times. We can optimize the authentication by a distributed TTP 
based on threshold cryptography, or even without a TTP [11]. The group key man-
agement is a major issue in the system of [8]. We can employ a degradable crypto 
scheme to simplify this management.

10.4	 Clarke Tax Mechanism
In Reference 14, a simple mechanism, the Clarke Tax mechanism [12] [13], is pro-
posed for collaborative management of privacy policies on the shared data based 
on game theory. The Clarke Tax mechanism can be used as an incentive for trust 
and coownership.

In Reference 14, data access is based on the distance which is defined as the path 
with minimal length between two nodes. A privacy policy can be summarized by 
the predicate Pr ( , )P i n RtSet , which means all the users who are connected to i with a 
minimum path of length n, by relationships in RtSet . If n = 0, it means that the data 
is private. If n = ∞, it means that the data is public to all users in the system.

In STNs, there are a lot of data shared among different users. Thus, the concept 
of co-ownership in the network is important. In Reference 14 the user collaborative 
policy requirements are mapped to an auction based on the Clarke Tax mechanism, 
which selects the privacy policy that will maximize the social utility by encourag-
ing truthfulness among the co-owners [15], who have the right to not only edit data 
but also manage the access to data. In order to identify co-owners, Reference 14 
provides a general classification of users (viewers, originators, and owners) based 
on their relationships with the data. As in most STNs, Reference 14 makes use of 
tags corresponding to unique user id to identify the potential owners of the data. 
The co-ownerships can be automatically established by the originator according to 
distance-based policy condition.
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Due to the co-ownership, the privacy preferences of different owners about the 
shared data may conflict. As a result, some owners’ actions may breach others’ pri-
vacy. Thus, it is necessary to employ collaborative privacy management that must 
satisfy the requirements: content integrity, semiautomated, adaptive, and group-
preference.

In order to aggregate the privacy setting decisions of the co-owners, it is neces-
sary to balance the time complexity and fairness of the algorithm. Thus, Reference 
14 proposes an incentive-based mechanism for users to share data and leverage the 
decisions about their privacy. It makes use of a credit-based system in which the user 
earns credits proportional to the amount of data the use discloses, as a co-owner, and 
to the number of times it grants co-ownership to potential owners. For example, the 
originator i gains c for sharing data s with n co-owners: elevate c m m ni i= + × ×( ) ,β  
where mi  and β ×mi  (β ∈[ , ]0 1 ) are the credits for the data the originator discloses 
and for each user accepted as a co-owner respectively. And each user accepted as 
a co-owner of the data gains α ×mi  (α ∈[ , ]0 1 ). It can be inferred that the credit 
of a user is based on the importance of the user’s preferences in making the group 
decision. vi( g) represents the value of the user i	choosing the privacy g. Thus, the 
collective decision value is defined as F v g v g Xn( ( ),..., ( ))1 = , where F(.) is a collec-
tive function which is designed for the optimality characteristics according to Game 
Theory in Reference 14, maximizing the collective value. This approach has three 
advantages. It is (1) simple, (2) nonmanipulable, and (3) fair.

Reference 14 adopts the additive social utility, which means that 
F v g v g v gn i

n
i( ( ),..., ( )) ( )1 1= ∑ = . Thus, we select the privacy setting which maxi-

mizes the collective social value: g v gi
n

i
* argmax ( )= ∑ =1 . After selecting g, each 

user is required to pay tax ≠i . The utility of the choice c g n= ( , ,..., )π π1  is repre-
sented by u c v gi i i( ) ( )= − π . Reference 14 utilizes the Clarke Tax mechanism that 
maximizes the social utility function by encouraging truthfulness among the indi-
viduals, regardless of other individuals’ choices. Thus, the tax of a user is computed 
as below:

 

πi j
g G

k

k ij i

j

j i

g v v g v g( ) (argmax ( )) ( )* *= −
∈ ≠≠ ≠
∑∑ ∑∑ .

The most important feature of the Clarke Tax mechanism is that it ensures the 
incentive of users to keep honest in their transactions. The evidence can be found 
in Reference 15.

In order to automatically select the privacy preferences for each item of data, 
Reference 14 makes use of inference-based techniques that use tags and similar-
ity analysis to infer the best privacy policy based on previous preferences of users 
about shared data. An item of data having k tags can be defined as a vector of 
tags: 

�
t t tk= { }1,..., . A set of shared items is denoted as T t t tn= { , ,..., }

� � �
1 2 . Based on 
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folksonomy [16], items represented by corresponding tags can be compared using 
several metrics [17,18] such as occurrence of tag pairs:

 w t t card u r U R t t Tur( ; ) : {( ; ) | ; }.1 2 1 2= ∈ × ∈

(A folksonomy is a tuple F U T R Y: ( ; ; ; )=  where U, T, and R	 are finite sets of 
users, tags, and resources respectively. Y	 is a ternary relation among them, 
i.e., Y U T R⊆ × × . A  post is a triple ( ; ; )u T rur  with u U∈ , r R∈ , and 
T t T u t r Yur : { | ( ; ; ) }= ∈ ∈ .

The similarity between 
�
t  and �

�
t  is represented as follows:
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( , ) ( , ) ( , )
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==
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11
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champ sim t t sim t t sim t= ʹmax ( , ), ( , ),..., (
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1 ,, ) .

�
tn{ }

Thus, the privacy policy associated with champ	is prompted to all the users in the 
same set.

Disadvantages: The approach proposed in Reference 14 should be extended for 
a hierarchical relationship structure. Besides, it is necessary to take the type of 
access privilege into account. In order to determine the optimal privacy policy and 
calculate the tax, Reference 14 requires every user to publish their social value 
v gi ( )  simultaneously. However, this requirement, which needs an effective syn-
chronization mechanism, may not be achieved in distributed networks. The Clark 
Tax approach is not perfect because of the assumption that users should be able to 
calculate the value of different privacy policies. This assumption cannot be achieved 
easily. Fortunately, the approach is implemented with short execution time.

10.5.	 Privacy	Preserving	in	Collaborative	STNs
Reference 19 proposes a method to preserve the privacy while extending the indi-
vidual STN to multiple collaborative STNs. This kind of collaborative network 
must address three problems as follows:

10.5.1 Privacy Problem 1
Combine the multiple and sometimes conflicting data from different providers in 
different STNs into a single network.
This step not only is a mere extension of the existing algorithm for creating the 
network but also should concern about collaborations among STNs:

Criteria.1: Given the collaborative STN S, which contains n social networks, n1 
cannot determine the contents of n2 when n n1 2↑ .
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Besides, Reference 19 proposes a client-server physical architecture which can mini-
mize the data leakage. A server in the architecture can separate the data and com-
munications that are encrypted between the server and client. In Reference 19, 
there must be a third party managing the server to preserve the privacy.

Reference 19 provides the collaborative social network addition protocol as follows:

10.5.1.1 Protocol Definitions

10.5.1.1.1 Objects

	◾ S	: The collaborative social network, which is a set of social networks
	− S( o,e	):

	◾ O: A node within the social network n; note that o is already hashed with 
function h( ) as it is created from hashed data

	− Oj	: The set of social networks that have provided these attributes; this 
numbering is held at the individual attributes level

	◾ e	: A set of edges related to node o
	− ei	: The set of social networks that have provided this edge
	− Sr	: The resulting social network from a user query

	◾ N	: A social network being added to S
	− N( d,g	):

	◾ d: A node within the social network N
	◾ g: A set of edges related to node o
	◾ R	: A revocation social network being removed from S; note that R	=	N for 

social network identification purposes
	− R( d,g	):

	◾ d	: A node within the social network R
	◾ g	: A set of edges related to node o
	◾ U	: A user of S
	◾ Uq : A query containing attributes to look for within S

10.5.1.1.2 Functions

	◾ a(o): An attribute or set of attributes of a node which can be used to uniquely 
identify the node

	◾ h( ): A secure hash function. For example, SHA 512

10.5.1.1.3 Protocol Algorithm

For N	(d	= [1...n],g)

N	(h(d),g) is sent to S
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If any a S o a N h d( ( )) ( ( ( )))==  then
For each attribute within h d( )  that matches in o

 o h Nj + = ( )

Else
Add new attribute from h d( )  to o with a o h Nj = ( )

End

For any edge within e  that matches an edge within g

 e h Ni+ = ( )

Else
Add non-matching edges within set g  to set e  with e h Ni = ( )

End

Else
Add new node and edge set N h d g( ( ), ) to S

End
Next

In Reference 19, the result of the experiment shows that the creation algorithm 
converges quickly as well as achieves the validation of the data.

10.5.2 Privacy Problem 2: Network Updating Issues
Reference 19 uses a pull architecture where the centralized server periodically pulls 
updates from the involved STNs. In order to save the bandwidth and the process 
time, this architecture equips each subnet with an addition list and a revocation list.

10.5.2.1 Collaborative Social Network Revocation Protocol

For N d n g( [ ... ], )= 1

R d n g is sent toS( [ ... ], )= 1
If any a S o a R h d( ( )) ( ( ( )))==  then

For each attribute within h d( )  that matches in o

 o h Rj − = ( )

If oj empty then remove o
End



268  ◾  Yao Wu, Fei Hu, and Qi Hao

© 2011 by Taylor & Francis Group, LLC

For any edge within e that matches an edge within g

 e h Ri− = ( )

If ei empty then remove e
End

End
Next

 3. Privacy Problem 3: Harmonizing Node Behavior

It is necessary to guarantee the privacy of the query, network, and result in the 
interactions among nodes:

Criteria.2: Given a users query Q, the collaborative STN set S, cannot deter-
mine the original attribute values within Q.

Criteria.3: Given a users query Q, STN Sn	with S, cannot determine the value 
of any non-matching attribute values within Q.

Criteria.4: Given a query result set R, a user cannot determine which STN Sn	
within S matched Q to generate R.

10.5.2.2 Collaborative Social Network Searching Protocol

U generates query Uq which contains attributes of interest

h(Uq) is sent to S
For S(o) with attributes matching h(Uq)

S S o er + = ( , )  not including oj or ei
Next
For each e within Sr

If both nodes of e are not within Sr then
Remove e from Sr

End
Next
Sr is sent to U

U uses hash values from Uq to reveal matching attributes in Sr
The searching time depends on the number of required criteria and the scale of 

the collaborative network.
Disadvantages: The experiments in Reference 19 illustrate that all these four 

criteria can be achieved in the proposed architecture under communication encryp-
tions like SSL. However, this client-server architecture compromises a central point 
of failure as well as an obvious target for malicious activity. Besides, the centralized 
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algorithm is based upon a powerful server which may not be achieved in the envi-
ronment of sociotechnical networks. Thus, some distributed methods such as the 
extension of the algorithm mentioned above should be involved. To tackle this 
problem, the users may directly generate the collaborative STNs to distribute the 
process of the update and query issues. Because some identification issues must be 
taken into account, this distributed system is very challenging.

10.6	 Conclusions
In this chapter, we have presented some privacy models which are based on STNs and 
can also be extended to the applications of sociotechnical networks. Furthermore, 
we have analyzed the advantage and disadvantages of these privacy models. There 
are still some unsolved problems in the privacy preservation. For example, it is diffi-
cult to deploy the anonymity protocols in highly dynamic environments, especially 
when the nodes leave or add to the network frequently. Besides, it is more effective 
to associate privacy preservation with trust models. In this way, the trustees (deter-
mined by the trust computation) of a node can work coordinately to defend exter-
nal and internal attacks. In future research, the privacy model should be improved 
to adapt to the characteristics of STNs, especially considering the privacy between 
the layers in multilevel STNs.
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11.1	 Introduction
11.1.1 Quick Overview on Social Networks
In the early 20th century, social networks emerged as an important research field 
in sociology. Due to some interesting properties of social networks, they have been 
used extensively in sociology, as well as in information science, economics, and 
industrial engineering.

A social network is defined as a networking system that consists of a set of nodes 
(such as people, organizations, or other social entities) that have a set of relations of 
ties among them (e.g., friendship, conflict, information exchange, etc.) [1]. In order 
to measure the social structure, social relationships, and social behaviors, social 
networks analysis therefore is an essential and important technique.

In social networks analysis, there are two main measurements—extraction and 
visualization. The extracted relational data can be used to construct a social net-
work. Through visualization, the characteristics of the social networks such as the 
structure of networks, the distribution of nodes, the links (relationships) between 
nodes, and the clusters and groups in the social networks can be more easily under-
stood [2].

Typically, social networks have some fundamental properties such as degree, 
size, density, distance, and geodesic distance (see Table 11.1). Besides, there are some 
more complicated properties utilized in social network analysis as follows [3]:

 ◾ Maximum flow, which is defined as the number of different nodes the source 
can choose to initiate the path to the target. It focuses on the vulnerability or 
redundancy of connections between pairs of nodes;

 ◾ The	Hubbell	and	Katz	cohesion,	which considers the whole range of connec-
tions between the two nodes;

 ◾ Centrality	and	power, which define the importance of the node in a network. 
These include several aspects such as degree, closeness, and betweenness 
(Table 11.1).

 ◾ In a clique that belongs to the subset of a network, its nodes have closer and 
more intense relationships than other nodes in the network. There are four 
types of cliques [1]: N-cliques; N-Clans; K-plexes; K-cores (Table 11.2).

By considering the social network properties, the social network model has evolved 
through several phases. Initially the random network theory was explored. And then 
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the establishment of the notion of six	degree	of	separation, also known as the small 
world property of social networks, contributed to its significant evolvement. The 
scale-free link distribution was also taken into account in the modeling process.

Generally there are two techniques: mathematical and graphical techniques, 
which are used to describe the network compactly and systematically in social net-
work modeling. Network analysis uses graphic display that consists of nodes to 
represent actors and edges to represent ties or relation. Besides, adjacent matrix is 
used in social network analysis: if a relationship exits a one is written in a cell; if 
there is no relationship a zero is entered.

Table 11.1	 Three	Aspects	of	Power

Node power 
parameters Definitions Effects

Degree Number of connections 
around a node

Having more opportunities 
and alternatives

Closeness Length of paths to other 
nodes

Direct communication with 
other nodes

Betweenness Lying between pairs of 
nodes

Breaking contacts among 
nodes to isolate them or 
prevent connections

Source: Jamali, M. and Abolhassani, Web  Intelligence (2006). IEEE/WIC/ACM 
International Conference on WI 2006. December 18–22, 2006, pp. 66–72.

Table 11.2	 Four	Types	of	Cliques

Types Definition

N-cliques Nodes are tied to each of the group members at a 
distance within N links

N-Clans All the ties among the nodes in N-cliques occur 
through other members of the group

K-plexes A node is a member of a clique of size n if it has 
direct ties to n-k members of that clique

K-cores Nodes are connected to k members of the group

Source: Zhai Dongsheng and Pan Hong. A social network-based trust 
model for E-commerce. Wireless Communications, Networking 
and Mobile Computing, 2008. 4th International Conference on 
WiCOM ’08. October 12–14, 2008, pp. 1–5.
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Figure 11.1 illustrates these two techniques in detail. Statistical analysis is an 
advanced approach to establish a social network model. It aims at modeling prob-
abilities of relational ties between nodes.

11.1.2 Transition to Sociotechnical Networks (STNs)
Based on the characteristics of social networks, sociotechnical networks (STNs) 
incorporate some new technical elements. An STN includes the technologies that 
sustain human interaction, and the technologies that people construct and use in 
collaborations. In STNs, the social and the technical are essentially inseparable and 
coconstitutive [4,5]. Online social network Web sites such as MySpace, Facebook, 
and Wikipedia pertain to STNs. Other examples are the electrical power grid and 
the transportation network. The main purpose of an STN is to facilitate the com-
munication among users and to exchange and share information.

Cloud-computing-based STN: Recently a concept called “cloud computing” has 
been proposed to reflect the fact that lots of network users collaborate through a vir-
tual organization that includes a series of computing resources, which are essentially 
mapped to realistic physical facilities such as different clusters located everywhere in 
the Internet. Such a cloud-computing-based architecture is an excellent medium to 
form an STN since humans and physical infrastructure can interact with each other 
through virtual network resource access under some type of access rules.

In this chapter, we will target security issues, especially trust models in such a 
cloud-computing-based STN.

11.1.3 Security in Sociotechnical Networks
The benefits from STNs do not come without a price. When considering the 
security, privacy, and trust of the STN services, several serious matters emerge. 
Malicious participants can easily exploit social relationships and attack these com-
munities by disseminating misinformation, impersonating digital identities, and 
with social-network-enhanced phishing. Generally, STN services contain a lot of 
information that may be protected so that they are inaccessible. Unfortunately, 
there are still some “back doors” opened for malicious participants to access, based 
on complicated social relationships. What’s worse, group attacks have come into 
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vogue. For example in a gang attack, a group of attackers within a community col-
lude to reduce the reputation of the target. Thus, the protection of the privacy data 
and detecting/mitigating the reputation attacks are challenging problems that need 
more sophisticated strategies and more robust models.

The aim of security is to make the system both correct and dependable by han-
dling threats effectively. It has been argued in Reference 6 that dependability plays 
a more important role in security research than usually considered. To become a 
secure system, the social and technical components in an STN should cooperate 
not only for the achievement of production tasks but also for the achievement of 
dependability, which is defined by the degree to which the sociotechnical system 
behaves in the way it is expected to be [7].

Although technical components perform well on well-defined, predictable, and 
repetitive security tasks such as access control, they become complex and expensive 
when the requirements of the task are vague and need a lot of flexibilities like abnor-
mal detection. Fortunately, some schemes have been proposed to effectively address 
these disadvantages of technical components (such as in Reference 8). Thus, despite 
the uncertainty induced by the social component, both technical and social measures 
are equally important in the role of mitigating the risks and improving the reliability 
of a system. Good security in the STN environment must take into consideration the 
human element, and designs must incorporate an easy interface to ensure security and 
reduce costs for applying security.

Table 11.3 shows the different types of social attacks.

Table 11.3	 Classification	of	Sociocommunal	Attacks

Inflation attack
Deflation 

attack

One-on-self Aggran-
dizement

Inferiority 
complex

One-on-one Shilling 
kickback

Vilification 
vendetta

One-on-many Dr. Jekyll & Mr. 
Hide

Many-on-one Praise planting Godfather Gang attack

Many-on-many 
(intra)

Elite clique Supra 
society

Cultural 
cringe

Civil war

Many-on-many 
(exo)

Cartel Mutual 
boosting

Reputation 
racism

Reputation 
war

Source: Javed I. Khan and Sajid S. Shaikh. A phenotype reputation estimation func-
tion and its study of resilience to social attacks. Journal of Network and 
Computer Applications Volume 32, Issue 4, Pages 913–924, 2009. Elsevier Ltd.
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11.2	 Trust	in	Sociotechnical	Network
Social norms that are based on the moral or spiritual values of people influence 
all the interactions in the STNs. They evolve to adapt to the development of 
the network [8]. Trust is essential in social norms. In social sciences the widely 
accepted definition of trust is “an attitude of positive expectation that one’s vul-
nerabilities will not be exploited” [9,10]. However, in security, trust has been 
recently defined as a “system or component whose failure can break the secu-
rity policy” [11]. The main difference between the two definitions is that the 
one from the social perspective pays attention to the interaction between people 
and the one from security perspective emphasizes the feature of a secure system. 
Figure 11.2 is from the research presented in [8,12]; it illustrates the model of 
trust that consists of some factors determining the relationship between a trustor 
and trustee. The main factors include Intrinsic Properties (Motivation, Ability, 
lnternalized Norms, and Benevolence) and Contextual Properties (Temporal, 
Social, and Institutional Embeddedness).

The establishment of a trust relationship depends upon both intrinsic properties 
and contextual properties. Intrinsic properties, such as the propensity to take risks, 
the benefits of engaging in a trust relationship, and the personal cost of break-
ing trust, are defined as the factors that are internal to the trustor and trustee; 
law enforcement, expectations of future interactions, or reputation properties are 
defined as the factors that exist outside both actors [8].

Trust plays a very important role in improving dependability of the social com-
ponent in STNs. Trust and the factors it includes seem to be consistent with secu-
rity policies, but sometimes they are contradictory and even worse; for instance, 

Benefits

Risks

Propensity 

Motivation Temporal 

Social

Institutional

Benevolence

Internalized
Norms

Motivation

Ability

Trustee 

Ability

Trustor Signal Incentive

Context

Figure	 11.2	 Model	 of	 trust.	 (From	 Ivan	 Flechais	 et	 al.	 Divide	 and	 conquer:	
The	role	of	trust	and	assurance	in	the	design	of	secure	socio-technical	systems.	
September	2005,	NSPW ’05: Proceedings of the 2005 Workshop on New Security 
Paradigms;	 Riegelsberger,	 J.	 et	 al.	 The	 mechanics	 of	 trust:	 A	 framework	 for	
research	 and	 design.	 International Journal of Human Computer Studies	 2004.	
62(3),	pp.	381–422.)
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they tend to suppress each other. In the former situation, for instance, due to the 
internalized norms of trust, the trustee is induced to adhere to the security rules 
that are beneficial to the trustor. However, because of the restriction of the ability 
of trustors and trustees and the weakness of their motivations, trust actions can 
lead to violating the security policies, especially under the influence of benefit and 
benevolence, which may be exploited by the network attackers for malicious pur-
pose, such as phishing and getting private information. Besides, external elements 
in trust should also be taken into account in security. A good environment where 
most people comply with the security rules encourages both the member and new-
comer to behave normally. Actually security policies enforce the actions that keep 
the trust relationship.

So how can trust and security policies work compatibly? This is a challeng-
ing issue in system security. As mentioned before, technical components and social 
components should be made use of in a balanced manner. This means that stringent 
enforcement should be balanced by flexible encouragement such as creating the 
environment where everyone is concerned about the importance of security poli-
cies and executing punishment. Thus, these factors of trust can be used to improve 
dependability.

11.3	 Trust	Model	in	a	Sociotechnical	Network
The key point in trust modeling is how to compute trust as a security mechanism 
in STNs. Trust computing security architecture should consist of four components: 
entity recognition, trustworthiness evaluation, trust propagation, and risk assess-
ment [14]. All components are based on the characteristics of STN such as the 
small world property and the scale-free link distribution. This means that a target 
in STN can be found on a short path created by local information. The framework 
of trust computing is shown in Figure 11.3 [14].

Entity recognition, which is decided by the memory of previous interactions, 
is the first step to facilitate determination of the trust level of the node communi-
cated with. Without correct entity recognition, trustworthiness evaluation and risk 
assessment become meaningless. Thus, recognition is fundamental and necessary 
for following trust computing.

Trustworthiness evaluation also plays a very important role in the whole frame-
work. Generally, it should be considered in two aspects. The first is direct trust 
that is obtained from the direct connection between the source and the target; the 
node that wants to compute its trust value to another one is defined as a source. 
On the other hand, the node that source wants to interact with is defined as a tar-
get. The second aspect is indirect trust that is based on the information provided 
by other nodes having had experiences in transactions with the target in the past. 
There are also several fundamental factors that affect direct and indirect trust. The 
existence of risk in every transaction in STNs leads to uncertain results that might 
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harm the benefits of the nodes (e.g., the more investment put in a transaction, the 
more risk will be generated).

Thus, a risk assessment mechanism is needed to calculate the risk involved in 
cooperation to avoid some kind of loss. The risk information can be disseminated 
by mutual acquaintances [14]. Trust can be propagated through the relationship 
among nodes, which could be a trust decreasing procedure. Finally, the web of trust 
will be established in an STN.

11.4	 Trust	Computation
In this section we will focus on how to calculate trustworthiness. As an impor-
tant indicator of the degree of trust, reputation is used widely in the trust 
modeling. Reputation is a form of collective opinion about a subject by the 
community that is part of a larger sociocognitive mechanism [13]. It can be 
used to direct the transaction and communication cooperatively in social tech-
nical systems.

The factors that affect reputation must be considered when modeling trust. 
There might be several essential issues [19]:

  1. The opinion in terms of amount of satisfaction a peer receives from another 
peer (O)

  2. The total number of transactions/interactions a peer has performed (N)
  3. The reputation of the opinion provider, reflecting his/her credibility (R)
  4. Temporal adaptability of opinion factor (T)
  5. The community context factor (W)

The importance of factor (O) is obvious. Reputation is determined mostly by the feed-
back from other nodes. The opinion providers who have a good reputation tend to 

STN Applications 

Risk Assessment Trustworthiness Evaluation Trust Propagation

Trust Computing Platform

Network Layer

Entity Recognition

Figure	 11.3	 Trust	 computing	 security	 architecture.	 (From	 Fengming	 Liu	 and	
Yongsheng	 Ding.	 Social	 network-based	 trust	 computing	 in	 P2P	 environments	
intelligent	control	and	automation,	2008.	7th World Congress on WCICA 2008.	
June	25–27,	2008,	pp.	2130–2135.)
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express truthfully, so (R) should be also taken into account. The factor (N) extends the 
factor (O) to a distribution level that makes factor (O) more reliable. Age of the opin-
ion (T) indicates the freshness of the opinion. The influence of the opinion on reputa-
tion will become weakened when the opinion exits for a long time in the sociotechnical 
network. Reputation attaches importance to community context factor (W).

The node in an environment where most of the nodes communicate so honestly 
(such that the community has a high overall reputation) is prone to be reliable. 
Besides, another issue should be considered in reputation modeling; for example, 
node i trusts node j for his advising about cars but does not trust j with his rec-
ommendation about computers. Thus, reputation should be expressed by a trust 
space like Trust1, Trust2, Trust3, .... Trustn. Every Trust	represents one aspect of the 
reputation in a particular context, so we just discuss one aspect of reputation. Other 
aspects can be calculated in the same way.

11.4.1 Generic Reputation Function [19]
The Generic Reputation Function described in Reference 19 is shown below:
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In this function there are two types of impact parameters: the impact variable (X) 
and the impact weight (α). They are used to control the direction of influence and 
the amount of influence factors (O, R, T, N, W) on the reputation of the node [19]. 
Each factor has its own impact factors. The freshness of the opinion should decay 
gradually not suddenly, so an exponential function is involved. The variable λ is the 
opinion decaying rate. The variable ϕ is used to assign the initial reputation value, 
and it serves the dual purpose of stabilization.

This generic reputation function is the foundation of many other reputation 
computation models. These models may change somewhere in the format but they 
all consider a part of the factors mentioned in the generic reputation function. 
According to the requirements of the environment, the factors in the function can 
be changed to emphasize the influence of several factors. In the experimental evalu-
ation of the function in Reference 19, during the period when the attackers express 
their dishonest opinions to the target, if attacker frequency is higher than the evalu-
ator frequency, the reputation of the target will be affected seriously, especially in 
the case where attacker frequency overwhelms evaluator frequency totally. On the 
other hand, if the attacker frequency is lower, the reputation of the target will be 
hardly influenced. Thus, the sudden change in reputation slope should be paid 
attention to as a possible attack. Generally, the reputation function cannot detect 
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and resist attack fully, although it can contribute to system security. Other compo-
nents are needed such as authentication and identity management.

11.4.2 SocialTrust [15]
In Reference 15 another trust model called SocialTrust is proposed. It also has a rep-
utation for tamper resistance. SocialTrust provides community nodes with dynamic 
trust values by (1) distinguishing relationship quality from trust, (2) incorporating 
a personalized feedback mechanism for adapting as the community evolves, and (3) 
tracking user behaviors [15]. These features are embodied in three components in 
the SocialTrust model [15] as shown in (2).

 Trust i t Tr i t
t

Trust i x dxq

t

( , ) ( , ) ( , )= ⋅ + ⋅ +∫α β γ
1

0
⋅⋅Tr i tq

' ( , )  (11.2)

In Equation 11.2, i is denoted as a node	i, and t	represents time.

 1. Quality Component of Trust [Trq(i,	t)] represents the current trustworthiness 
of the node. As a basic trust metric, quality component of trust is the most 
important in the SocialTrust model.

 Tr i L j Tr j rel j F iq q

j rel i

( ) ( ) ( ) ( ) ( ) (
( )

= ⋅ + −
∈
∑λ λ1 ))  (11.3)

 In Equation 11.3, rel(i)z represents node i’s set of relationships and |rel(i)|	is 
the total number of node i’s relationships.

  Three main factors should be taken into account in trust establishment [15].
 a. Trust Establishment Scope: It defines which nodes in STN a node can 

judge.
 b. Trust Group Feedback: F(i) is denoted as the feedback rating, which can 

be obtained by a voting scheme.
 c. Relationship Link Quality: Link Quality L(i) of a node depends upon the 

node’s direct relationship links and possibly its neighbors’ relationship 
links until several hops away. We can use the feedback rating along the 
relationship chain to calculate L(i) iteratively.

 λ is used to adjust the weight of feedback rating and link quality on trust 
establishment.

 2. History Component of Trust [   ( , ) ]1 4 0\ ≡
t Trust i x dx  represents the evolution 

of the trustworthiness of a node. It makes the nodes tend to behave well over 
a long time. Besides, the history component of trust leads to more accurate 
computation of the current trust value. Trust (i,	x) is denoted as the trust rat-
ing of a node i at time t.

 3. Adaptation to Change Component of Trust [Tr’q(i,	t)] is used to track changes of 
the behaviors of a node and detect the nodes that suddenly turn malicious.
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The SocialTrust model can be optimized to balance the influence among the three 
components by tuning the parameters α, β, and γ.

11.4.3 Indirect/Direct Trust Models
The models mentioned above are used to calculate the global reputation of the 
target based on the assumption that all information is available (there must be a 
centralized trust management center that assembles and processes the trust infor-
mation) and every node has the same trust value towards the target. Possibly this 
assumption is unrealistic in the distributed and complicated environment of the 
STNs, for example, x may trust z while y does not.

Thus, we need to establish a distributed trust management system between 
source and target in STNs. The overall trust consists of direct trust and indirect 
trust [16] that are reflected by the recommendation obtained from the other 
nodes’ transactions with the recommended node. A source can query other 
nodes to get the recommendation of the target according to the characteristics 
of STNs.

For example, in Reference 16 direct trust is denoted as

 dr
Suc
Nij

ij

ij
=  (11.4)

where Sucij denotes the number of successful transactions between node i and node 
j. Nij denotes the total number of transactions. Tij denotes the value of recommen-
dation from i to j.
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Indirect trust is denoted as
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where Rij	denotes reputation from i to j. It decreases exponentially due to the pun-
ishment for the false recommendation and increases linearly as the recommenda-
tion is accurate. The variable λ denotes the adjustment coefficient to ensure that the 
network is stable. Thus, the overall trust is

 Trust dr irij ij ij= ⋅ + − ⋅α α( )1  (11.7)
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This model in Reference 16 is simple and just considers a few factors that affect 
trustworthiness.

A more sophisticated model which takes more factors into account in trust 
computation is proposed in Reference 1.

 1. Direct trust:

 dr dr t M i j L i j w L i j F jij t= × + × × ×−1 ( , ) ( , ) ( ( , )) ( )

         
( ) ( ) ( ) ( )+ × × ×K j f x P x F y

 (11.8)

	 drt–1 is the accumulative direct trust values of node j until t−1 times.

 t L i j M i j= − ⋅1 ( ( , ) ( , ))  (11.9)

 The above is defined as the trust decay in terms of time. M(i,	j	) is the satisfac-
tion degree from node i to node j. L(i,	j	)is the shortest length between node 
i and node j.

 w L i j L i j( ( , )) exp( ( , ))= −  (11.10)

 The above is the weight of the link.

 P x n( ) ( exp( ))= + −1 1  (11.11)

 The above is the recommendation punishment and n is the number of false 
recommendations. F( j) is the risk that node j takes in the transaction. F(y) is 
the transaction risk of node y which is recommended by node j. If node j is 
the member of the clique, K( j) equals 1. Otherwise K( j) is 0. If the recom-
mendation is false, f(x)  equals −0.5. Otherwise f(x) is 0.

 2. Indirect trust:

 ir ir t
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∑
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 (11.12)

N is the number of recommendation nodes.	Cxi/(Cxi	+Rxi) is the trust degree of 
recommendation nodes.

The expression of the overall trust is the same as Equation 11.7. According 
to simulation results of [1,16], these two models can recognize malicious behav-
iors such as boast and cheating in STNs. Based on the small world theory they 
can efficiently handle relationships such as establishing new connections and 
terminating old connections. The trust feedback mechanism, which consists of 
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service effectiveness and recommendation accuracy, also plays an important role 
in these two models. Besides, when the coefficient α decreases, malicious nodes 
can be detected and punished quickly and the amount of successful transactions 
increases stably.

11.4.4 Information Theoretic Trust
The information theoretic trust scheme [30,31] can be used to compute the trust 
values. Every interaction node i updates the direct trust value of node j in the case 
that node i is connected with node	j directly as below:
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Node i computes the indirect trust value of the node j if node j is not included in 
the neighborhood of node	i as follows:

 
Trust w Trust Trusti j k i k k j

k N
, , ,=

∈∑

 

w
Trust

Trust
k

i k

i k
k N

=

∈∑
,

,

where N is the set of the neighbors of node i with Trusti,k	>	0. A threshold trust 
value Trust H Hi j,

'( ) ˆ=  is set statically.
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11.4.5 Confident
In the CONFIDANT scheme [31,32] direct trust values are updated according to 
a Beta distribution Beta(α,β), where α and β represent the total number of unsuc-
cessful and successful interactions, respectively.

 DirectTrust CDTi j i j, ,= −1

 
CDT Beta Fi j i j, ,( ( ))=∈ =

+
α

α β

where Fi,j	=	(α, β) is initialized to (1, 1). α and β are updated as below:

 α α β β= + = + −s s, ( )1

where s indicates the unsuccessful interaction.
In CONFIDANT the indirect	trust values are calculated in the same way as the 

direct trust values.

 IndirectTrust CITi j i j, ,= −1

 
CiT Beta Ri j i j, ,( ( ))= =

ʹ
ʹ + ʹ

E α
α β

where Ri,j	=	(α’ > 0, β’ > 0)is initialized to (0, 0) and then updated as follows:

 R R w Fi j i j k k j, , ,
' '( , )= + = α β

Note that wk	and the threshold trust value H’ are set statically.
In Reference 31 a new trust scheme is proposed which involves the observation 

of the mutual neighbors of both nodes into the trust value computation based on 
Heider’s theory and introduces a dynamic threshold. Trusti,	j = (s,	u) is initialized to 
(1,1) and then updated as below:

 
Trust s u f Trust Trusti j i k k j

k N
, , ,

'( , ) ( )= +
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 u u e s s e= + = + −,  ( )1  

 Trust x y Trust x yk j k j, ,
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Trust x y f Trust x

x yi j i j, ,( , ) ( )= ⇒ =
+

N is the set of direct mutual neighbors of nodes i	and j. e indicates the number of 
unsuccessful interaction.

 DirectTrustValue f Trusti j i j, ,( )=

The computation of the indirect	trust is the same as the direct	trust value and just 
needs to replace N by M, which is denoted as the set of all the neighbors of i which 
are connected to node j directly.

From the simulation and scenario analysis in Reference 31 we can see that this 
new model revokes malicious nodes more quickly and performs with better tolerance 
for the node’s occasional failure than the other two schemes we mentioned above.

11.4.6 Gravity-Based Trust Model
In Reference 18 there is an interesting trust model called the gravity-based trust 
model according to the mechanics theory in physics. It considers the trust attenu-
ation with time and trust context. Its goal is to use the local values to calculate the 
global trust. This model includes two steps: computing trusted social neighbor-
hoods and computing trust flows.

Step	1.	Computing	a	trusted	social	neighborhood
According to the small world theory, a node usually interacts with only a small frac-
tion of nodes in an STN. Thus, the trust distance, which is defined as the distance 
in the trust spaces can be calculated only based on partial and local information 
in whole STNs. The idea of computing the trust distance comes from distributed 
virtual coordinate systems from the network area [20,21].

According to the theory of the virtual coordinates, the nodes in STNs are 
mapped onto a Cartesian space based on the delay measurements in the network.

In Reference 18 a virtual coordinate yi is associated with the trust space of 
the node i. The initial value of the virtual coordinate is assigned randomly. dij is 
denoted as the trustworthiness between node i and node j. Reference 18 defines the 
total error as a sum of a squared-error function as below:

 E d y yij i j

ji

= − −∑∑ ( )2  (11.13)

Reference 20 demonstrates that simulating a network of mechanical springs pro-
duces coordinates that lead to the minimum error function shown previously in 
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Equation 11.13. It seems that the node i is connected with node j by a spring with 
natural length dij	. The potential energy resulting from the elongation of the spring 
represents the error. Base on Hooke’s law (F	=	–kx) the distributed algorithm can 
be used to adjust the spring to minimize the total elongation of the whole system 
of springs. Thus, Hooke’s law in the virtual coordinate system in the gravity-based 
trust model is shown as below:

 F k y y dij i j ij= − − −(( ) )  (11.14)

When the computation process of the virtual computation converges, each node i	
will be mapped to a coordinate value yi And the trust social neighborhood relies on 
the coordinate values. During the computation process new trust neighbors will be 
found. The algorithm is illustrated in Figure 11.4. fij	 is the force between node i 
and node j. The k	is spring constant; kt	and kc represent the different characteristics 
of the spring under tension and compression.

Step	2. Computing	trust	flow
The trust model proposed in [18] also takes the node age parameters into account. 
Thus the gravity-based trust model is shown below:

For each node Xi, do:  
yi  virtual coordinate of node Xi 
For each node Xi, do:  

yj  virtual coordinate of node Xj 
dij  observed trust value between Xi and Xj 
fij = ((yi – yj) – dij) 
if ||yi– yj|| > ||dij||then 
 k = kt 
else 
 k = kc 
end if 
yi = yi + ukfij  /*  u is the time step * / 

 End For 
End For 
 Errvar = error variation over last m iterations 
If errvar < �reshold, go to beginning 

Figure	11.4	 Pseudo	code	for	centralized	trust	computation	using	coordinates.	
(From	Maheswaran,	M.,	Hon	Cheong	Tang,	and	Ghunaim,	A.	Towards	a	gravity-
based	trust	model	for	social	networking	systems.	Distributed computing systems 
workshops, 2007. 27th International Conference on ICDCSW ’07.	 June	 22–29,	
2007,	pp.	24–24.)
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where Tij is the age of node j as estimated by node i, and Ti
s	is the age of the system 

as estimated by node i. rij is the distance calculated from the virtual coordinate 
rij = yi	–	yj.

The simulation results of the gravity-based trust model [18] show that trust 
estimation error varies with number of nodes, and the spring has no additional 
stiffness. This means a spring constant equal to 1 is the best scenario.

(a) (b)
However, due to the shortcomings of the small world theory, only the short-

est tie between source and target is considered, and some useful information is 
ignored by eliminating some ties in trust computation. Thus, we will introduce a 
new model based on electric circuit theory to solve the problem.

In Reference 17, an interesting trust model is proposed called RN-trust where 
an STN is mapped to a resistive network. A resistive network consists of resistors 
that are connected in series and parallel. It can reflect some properties of STNs such 
as transitivity and asymmetry. Every node in the STNs is replaced by a node in the 
resistive network. A resistor is placed between the nodes that have a trust relation-
ship (see Figure 11.5). An ideal diode is used to realize the asymmetry property of 
sociotechnical network. Thus, the resistors’ values must have a reverse relation with 
the trust values [17].

 resistance trust= − log  (11.16)

By the methods of circuit analysis the equivalent resistance of the electric circuit 
can be used as a measure to calculate the trust value from the source to the sink 
after establishing the resistive network [17]. All links are taken into account in this 
model so no information is ignored. Besides, the time complexity of RN-trust is 
comparable to other models. However, now the RN-trust model cannot totally 
simulate the sociotechnical work so it should be improved by adding more aspects 
of trust through including more electronic elements to the resistive network.

u u u Ideal Diode –Log(t) v

Figure	11.5	 (a)	An	edge	in	a	trust	network	with	the	trust	value	t	 from	u	to	v;	
(b)	Corresponding	edge	in	the	resistive	network.	(From	Taherian,	M.	et	al.	Trust	
inference	 in	 web-based	 social	 networks	 using	 resistive	 networks.	 Internet and 
Web Applications and Services,	2008.	Third International Conference on ICIW 
’08.	June	8–13,	2008,	pp.	233–238.)
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11.4.7 Direct Reciprocation-Based Trust Model [23]
The importance and motivation of trust models is that they can promote the coop-
eration and reciprocity in the communities where selfish or defective behaviors are 
limited by some punishment and incentive mechanisms. However, the reciprocity-
based technique requires the system to remember the previous interactions among 
all nodes, which may be impossible [22]. Thus, in Reference 23 it proposes a trust 
model that considers the direct reciprocation. Direct reciprocity is defined as the 
direct transactions between two nodes, and indirect reciprocity is defined as the 
interaction with the involvement of other nodes [22,23,24], as well as the indi-
viduals adjusting their behaviors by the direct experience, which leads to limited 
misreporting of information. So there are no external control mechanisms or any 
form of reputation in the trust model in Reference 23.

This trust model proposed in Reference 23 is applied to the Prisoner’s Dilemma, 
which is a classical social dilemma where two players have to collaborate with each 
other, or suppress its opponent for its own maximum profits. The payoff matrix is 
shown in Table 11.4 [23]. In this model the Prisoner’s Dilemma plays iteratively and 
at least one previous game is recorded.

In this model, also, relationships are formed based on the principle that every 
node seeks to interact with another that is at least as cooperative as itself [23]. The 
indicator of the cooperation is the payoff from the previous transaction. Each node 
can determine whether to invite other players or accept the invitation from other 
players according to the cooperation threshold [23]:

 tp m
v node i will invite node

i j
i
inuite

,
            

/ =
≥           
         

j to play the game
v node i willi

inuite< nnot invite node j to play the game             
⎧
⎨
⎩

 (11.17)

Table 11.4	 Payoffs	for	Different	Combination	of	Player	
Strategy

Player B

Player A Cooperate Defect

Cooperate 1,1 −1,2

Defect 2,−1 0,0

Source: Colombo, G. et al. Cooperation in social networks 
of trust. Self-Adaptive and Self-Organizing Systems 
Workshops, 2008. Second IEEE International 
Conference on SASOW 2008. October 20–24, 2008, 
pp. 78–83.
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tPij	is node i’s total payoff in the last m transactions with node j. viinvite is the invita-
tion threshold of node i and

 v vi
invite

i
coop=  (11.19)

where vi
coop  is the cooperation level of node i and can be a constant or variable value, 

depending on the requirements of the system. vi
accept  is the acceptance threshold of 

node i and

 v vi
accept

i
invite

i= ⋅α  (11.20)

where αi represents the risk node	i	will take with respect to accepting an invitation 
that is less cooperative than itself [23].

Reference 23 assumes that when a relationship is established from node i to 
node j, node j will also connect to all the neighbors of node i. However, when node 
j	cuts off the link with node i due to reduction of the payoffs, it will not delete 
the relationships with the neighbors of node i. The simulation of the algorithm 
shows that the total payoffs increase as the cooperation level is higher. Based on the 
cooperation we can also introduce game theory and evolutionary dynamics in the 
process of trust modeling [29].

11.4.8 Subjective Logic-Based Trust Model
Another trust model which also addresses the problem in many other models that 
require the explicit and frequent feedbacks or ratings from the nodes to compute 
the trustworthiness or reputation is presented in Reference 25. According to the 
subjective aspects of trust, in Reference 25 it establishes the trust model by subjec-
tive logic, which includes various logical operators for the opinion combination 
such as AND, OR, and NOT. In Reference 25, some nontraditional operators as 
recommendation and consensus are emphasized.

Usually one opinion (O) consists of three parts [25]: belief (b), disbelief (d), and 
uncertainty (u).

 O b d u= { , , } (11.21)

 b d u b d u+ + = ∈1 0 1, { , , } [ , ]  (11.22)
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In Reference 25 the opinion expressed by node j about given predicate p and the 
opinion of node i about j are denoted as Op

j  and Oj
i , respectively. Thus, the opin-

ion of node i about p is calculated by the recommendation operator denoted by 
� [25]:

 O O O b b b d d u b up
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i

p
j

j
i
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j

j
i
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j
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From the equation we can see that the result of recommendation is based on the 
order of the opinions. The joint opinion of node i and node j	about the given predi-
cate is calculated by the consensus operator denoted by �  [25]:
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 k u u u up
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p
i

p
j= + −  (11.25)

Based on the small world and scale free theory the trust model in [25] only consid-
ers two parameters in STNs: clustering coefficient and centrality. Centrality deter-
mines the relative importance of a node in the STN. Many centrality measures can 
be used to compute this parameter. The clustering coefficient of a node in STN 
is used to represent the closeness of the node and neighbors as a clique. It can be 
computed as follows:

 C
e

k k
v v N e Ei

ik

i i
i k i ik=

{ }
−

∈ ∈
( )

,  , ,
1

 (11.26)

where: vi is node i, Ni is the neighborhood of the node i, eik	is the link between node 
i and node k, and ki is the degree of the node i.

In [25] it also introduces a trust evaluation algorithm to establish and update 
the trust relationship as follows: Assume that node i is a newcomer of a network. 
We can use the algorithm shown below to compute node i’s trust of node	j in the 
network ( )Oj

i :
Get all opinions about node j. k k k kn= { }1 2, ,..., is a set of all the nodes that have 

opinion about node j.

 O b d uk
net

net k net k net ki i i i
= ( , , ), , ,  11.27)

Ok
net
i

represents the position of node ki	in the whole network.

 b CENTRALITYnet ki, =  (11.28)

 d b unet k k j k ji i i, , ,= − −1  (11,29)
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 u CENTRALITY CLIQUEnet ki, min( , )= −1  (11.30)

CLIQUE	and CENTRALITY are the normalized clustering coefficient and central-
ity, respectively.

 O O Oj
k

k
net

j
ki

i

i' = ⊗  (11.31)

O j
ki' and Oj

ki  are the modified opinion and original opinion of node ki	about node 
j,	respectively.

 4 O O O Oj
i

j
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j
k

j
kn= ⊕ ⊕ ⊕' ' '...1 2  (11.32)

Algorithm	of	updating	trust	relationship [25]: Assume that node i and node j have 
existed in the network for a long time so that they can update their trust relationship 
based on certain experiences. The algorithm below illustrates the updating process.

Find all links from node i to node j in the network. L L L Ln= { }1 2, ,...,  is a set 
of all links where L i p p p j p p p pi m m= = { }, , ,..., , .  , ,...,1 2 1 2  is a set of all nodes 
in the link.

k k k kl= { }1 2, ,...,  is a set of all nodes that have opinion about node j and are not 
included in the set P. We can then measure the network context in the algorithm 
of establishing trust relationship. And we can determine:
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 11.33)

where O j
Li'  represents the opinion passing along the link.

 O O O O O O Oj
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The model presented in [25] also has some shortcomings. The subjective logics are 
not appropriate enough to model uncertain probabilities. Besides, the model assumes 
that the recommendation sources are equally reliable. Thus, more complex operators 
are required in the trust model, which will lead to increasing time complexity.

11.4.9 Trusted Gossip Protocol
In Reference 27 is proposed a trusted gossip protocol that is used to maximize the spread 
of acceptable stories while simultaneously minimizing the spread of unacceptable sto-
ries by a story filtering process. It is very useful in the rating feedback system. Message 
level filtering can be used as supplementary for node level recommendation.
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A story can be classified as fact, rumor, or questionable.
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where φ ≤ 1 is a threshold value set by the receiver, Trustsenderand Trustrevr are the 
trust of the story sender and receiver, respectively.

If a story is a fact, it will be accepted by the local node, included in the local 
aggregate, and disseminated to the neighboring nodes. The story classified as a 
rumor will be discarded. For the questionable story the receiver will ask for the 
additional information by sending a review request to a random set of nodes [27]. 
There is a rating process after acceptance called postreviewing	of	 stories where an 
augmented Bayesian trust estimation [28] process can be used to compute the 
trust values which will be associated with the story senders according to the rating 
obtained from the post review.

11.4.10 TrustDavis
In Reference 26 it proposes a trust model called TrustDavis	based on the insurance 
mechanism against malicious behaviors in the transaction. The main contributions 
of TrustDavis are [26]:

 ◾ Honest nodes can limit the damage caused by collusion of malicious nodes.
 ◾ The multiple identities of malicious nodes can be limited in the system.
 ◾ The nodes incline to rate other nodes accurately.
 ◾ TrustDavis is distributed.

In TrustDavis, nodes initially publish references, which is an acceptance of limited 
liability. Then the social relationships among the nodes are established. To join 
in the network the newcomer must provide the security deposits to a trustworthy 
node for the reference. This rule facilitates to limit the multiple identities of mali-
cious nodes. Based on the insurance concept, the payment for reference and the 
payback in case the transaction fails can be easily calculated. Besides, TrustDavis 
adopts the strategy for the false claim scenario.

11.5	 Future	Research
The trust models we mentioned above are mostly originated from the social net-
works that constitute the top layer in the STNs. Although generally these trust 
models may adapt to the environment of the top layer of the STNs, some problems 
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may emerge in case they extend to the lower layer of STNs such as the communica-
tion and physical layers. There is no clear definition of trust in the STNs. Thus, it 
is even more difficult to attach the concept of trust to a physical device. Moreover, 
the metrics of trust include some subjective elements in its social layer while in 
its device layer the trust should be more objective by eliminating some subjective 
part. For example, the device trust value can be associated with the reliability of 
the device. There must be some kind of interfaces between the layers to translate 
the trust upwards or downwards. These interfaces are very important, just like the 
protocol stack, to ensure the trust model in each layer works independently and 
cooperatively. Besides, although these trust models have provided some strategies 
for resilience to social attacks, these strategies cannot extend well to the device 
layer. We must consider the requirements of the device layer to detect device fail-
ures and physical attacks.

According to the characteristics of centralized and distributed trust models we 
can suggest a mixed system that makes use of the advantages of centralized sys-
tems to counterbalance the shortcomings of distributed systems and vice versa. For 
example, an STN can be separated into several cliques. In a clique there is a leader 
managing to compute the trust of each member and communicate to other leaders 
of different cliques. Besides, the calculation of trust among cliques is distributed. 
This scheme may be effective if the network is divided appropriately according to 
sociotechnical relationships. This topology is also easy to scale and maintain.

None of the trust models we mentioned above considers all the factors affect-
ing the computation of trust. There should be a general trust computation model, 
especially in a distributed environment. Although it is very hard to achieve this 
goal, we can emphasize several factors at the expense of others, according to the 
requirements in a specific STN environment. As for the topology mentioned above, 
we can adopt different trust computation schemes in each clique based on their 
characteristics. A simplified model may be used in a more trustworthy environment 
while we should exploit a complex trust model with strategies limiting the mali-
cious behaviors of nodes.

Because trust computation is an iterative process, converge time plays an impor-
tant role in trust modeling. It is meaningless for the trust model if the calculation 
cannot follow the interaction of the nodes. However, most of the trust models 
above do not take time complexity into account. It is a challenge to balance the 
effectiveness and complexity.

According to the strategies we mentioned in the trust models, they can limit 
the malicious behaviors to some extent. However, some shortcomings which can be 
exploited by malicious nodes still exist in these strategies. We should enhance the 
strategies after future research. Based on the characteristics of STN there must be 
some nodes with high centrality, which means that the nodes have many links. The 
trust and the security of such nodes should be investigated. In the common sense, 
the node that has the highest trust value should be popular in the transactions 
among nodes. Other nodes should be prone to interact with it and make efforts to 
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protect it from attacks due to its importance. We may refer the idea of the many-
to-one attack and apply it to the group protection. This method helps to ensure the 
security of the central point in the network. The feedback mechanism has two sides 
that can facilitate trust computation and also may be a “gate” for malicious behav-
iors. The malicious nodes easily make use of their right of voting to spoil the target. 
Besides, there might be some incomplete data during feedback. Thus, we should 
pay attention to the message integrity. Because most of the trust models are based 
on the small world theory where the clique is the core concept, the formation of the 
clique may lead to the gathering of malicious nodes, which jeopardizes the whole 
network. A strategy is needed to determine the structure of cliques.

11.6	 Conclusion
In this chapter, we have presented some trust models that are based on social net-
works and can also extend to the applications of STNs. We have defined the main 
factors that can influence the trust computation and provided the algorithms and 
processes of each trust model. Further, we have analyzed the advantages and disad-
vantages of the trust models. In future research, the trust model in STN needs to 
be enhanced due to the limitations of current models.
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12.1	 Introduction
Currently, many researchers have proposed many ideas on the sociotechnical net-
work protocol designs in different aspects. Some researchers have analyzed the 
Internet routing protocol, a new kind of communication architecture that has been 
invented with the aim to increase security. Davis Social Links is based on relation-
ship (trust level) to establish the route between different nodes, eliminating many 
kinds of attacks or SPAM. Nowadays, many researchers worldwide want to model 
terrorist networks, because the terrorist activities in some regions are intense. The 
key issue for destabilizing the terrorist networks is how to find the important nodes 
or the high degree nodes. Some researchers have argued that if we can find the high 
degree nodes in the networks and remove them, the entire network will not work 
anymore.

For link prediction, people use mathematic ways to estimate the possibility of 
two nodes’ communication. So they just calculate the common neighbors, which 
play very important roles such as a bridge that can make two nodes communicate 
with each other.

For disconnected social networks analysis, some researchers have proposed the 
design of clusters that do not connect with each other. They can use another cluster 
as a bridge for intercluster communication.

People also want to understand how messages or information propagate in the 
social network. The researchers try to model the spread of ideas in the online social 
networks. The propagation latency in these networks is a vital issue. Researchers 
can analyze the network backbone and use vector clock to measure the network 
latency. Furthermore, they can also find the reason why different nodes have dif-
ferent latencies.

12.2	 	Davis	Social	Links:	Integrating	Social	
Networks	with	Internet	Routing	[1]

12.2.1 The DSl (Davis Social Links) Architecture
To achieve the network security, a novel communication architecture called Davis 
Social Links (DSL) has been proposed in [1]. The links between nodes in the social 
network indicate the relationship between nodes. Generally, DSL demonstrates that 
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communication between two networks through one path between them. When the 
links are established in the network, upon the trust ranking, the receiver can eas-
ily filter the messages, which means that the receiver can discard the SPAM from 
attackers.

In some cases, the communications between the nodes do not need the assis-
tance of DSL. If two nodes have a strong relationship and they can establish a path 
between them directly, the nodes that use the direct link or preestablished link do 
not need DSL. In other cases, most of the nodes need to forward the data via the 
intermediate nodes. The nodes that want to send data need to execute the route dis-
covery process. The sender and the receiver first need to exchange the commands. 
After that the receiver side will determine whether or not it allows the routing 
requirement.

12.2.2 Route Discovery
The first step of the route discovery is the RDM (route discovery message) sending 
phrase. In this phrase the sender will send the RDM which contains the name of 
receiver and the receiver’s keywords. A middle node will check the keywords from 
the nodes that it directly connects to it. When the RDM has been delivered to the 
destination, the receiver will send an acknowledge message (ACK) to the sender 
which contains the path that the sender can use for the data transmission.

12.2.3 DSL Keyword-Based Route
DSL’s keyword-based route is very similar to the Google case. For Google, the 
user provides some keywords and the Google search engine will execute several 
processes to match the webpages to the keywords. A major difference between the 
Google and DSL is that all the processes of the webpage searching and keyword 
matching are controlled by the administrator’s domain. The other difference is 
that all the search information can be interpreted by Google; while for DSL, 
the content or message can determine whether or not it should announce the 
keywords.

12.2.4 Recipient’s Controllability
In DSL, the receiver can control the routing path, in order to automatically discard the 
bad messages. It is a useful way to defend against the messages from the attackers.

12.2.5 Global Connectivity without Global Identities
Unlike the Internet, which assigns the global identities for each node such as IP 
address, DSL does not use the global address. Its RDM includes the path informa-
tion and also does the routing loop detection.
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12.2.6 Algorithm Notations
Let G(V,E) denote the undirected graph, in which V represents the set of nodes 
and E represents the set of edges in the network between each node. When e(u,v) 
denotes the link between the nodes u and v, if e(u,v) = 1, it means that the nodes u 
and v can directly connect to each other; otherwise e(u,v) = 0 means that nodes u 
and v cannot directly connect. Furthermore, if e(u,v) = 1, node v can be seen as the 
neighbor of node u.

In the network, each node has a number of neighbors. So by using N(u,i) it 
means the ith neighbor of the node u. For instance, if e(u,v) = 1, then N(u,i) = v. 
We use a neighbor list to represent the identities of the neighbors of each node. 
For example, if IN(u,v) = i, it means the index of the node v in the neighbor list is 
i. The number of neighbors of a node u, which doesn’t include the node u, can be 
represented as #(u) = Σv V v u e u v∈ ≠,   ( , ). R(u,v) denotes whether or not the message can 
be forwarded from node u to v. For example, if e(u,v) = 1, then R(u,v) = R(v,u) = 1. 
Let KDes denote all the keywords for the destination or the receiver. KInt denotes 
the keywords for the intermediate nodes. KRDM denotes the intersection of KDes 
and KInt.

12.2.7 Keyword-Based Filtering
The keyword can represent the property of the message. Matching process is to find 
that whether or not the message contains the right or meaningful keyword. For 
example, a phone call can be seen as a message, and the keyword may be inferred 
as the caller’s ID.

12.2.8 DSL Trust Model
In DSL trust model we can find out whether a neighbor is a trustworthy node. 
Suppose KACK denotes the set of keywords used by each node. The route discovery 
message can be matched from the node’s neighbors.

Not only the sender and receiver can do the filtering process, each DSL node can 
also do such processes for others. For example, if e(u,v) = 1, then the nodes u and v 
will exchange the keywords. KAnn(u,i) denotes all the keywords which have been 
announced for exchanging function. The KACK can be different from the KAnn. For 
example, if v is the third neighbor u, which can receive the KAnn(u,3). In this case, it 
cannot determine the KACK(u). Each node can determine the KAnn or do the pro-
cess on it. According to the local function, the KAnn for different nodes can be chosen 
differently. For instance, if Ii ≠ j, then K(u,i) ≠ K(v,j) and KAnn(u,i) ≠ KAnn(u,j).

For example, if two nodes in the social network can connect to each other, first, 
they need to exchange the keywords in order to do the route discovery on this link. 
Suppose that the node A uses “apple” as its keyword and the node B uses “banana.” 
When node A sends an RDM to node B, the RDM must include the keyword of 
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node B—“banana.” Similarly, when node B does the same process to try to send 
an RDM to node A, the RDM from node B must include the keyword of node 
A—“apple.” Otherwise, the RDM will be discarded by the receipts. For security 
purposes, all the contents in the message except the keywords will be encrypted.

12.2.9 Route Discovery
When a node A wants to establish a link to node B, node A needs to send an 
RDM in which it includes two kind of keywords: KInt and KDes. KRDM(A) = 
KInt ∪ KDes represents all the keywords in A’s RDM. In the RDM, it also has 
some special space Af for recording the forwarding link of the RDM in order to 
make node B send an ACK message to node A.

For the node who receives the RDM, the major process for the route discovery 
is as follows:

 ◾ Acceptance:	A node u accepts an RDM from its i-th neighbor node only if 
KAnn(u,i) is the subset of KRDM(A). If the RDM does not correspond to u’s 
i-th neighbor, this node will simply discard the RDM.

 ◾ Loop	 Detection: In DSL, if a sender sends its message (RDM) to another 
node, in this message (RDM), the sender side must design a message ID. 
When a node receives the RDM, the message ID will be checked; if it is a 
duplicated one, the receiver will drop it.

If an RDM can survive in the loop detection, the receiver node v will do the fol-
lowing three optional processes:

 ◾ Try to forward the RDM to the next node
 ◾ Make an acknowledgment to the RDM
 ◾ Discard the RDM

The receiver node v will first try to forward and acknowledge the RDM. If both of 
them do not happen, node v will discard the RDM.

12.3	 	Destabilization	of	Terrorist	Networks	through	
Argument-Driven	Hypothesis	Model	[2]

The basic idea for network destabilization is to remove the key path in the network 
in order to destabilize the communication between nodes. It utilizes	the following 
characteristics of the nodes:

 ◾ How fast a node propagates the information
 ◾ The followers of a given node
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 ◾ The path between the nodes
 ◾ High degree nodes in the network
 ◾ The relative power of a node

Centrality	(degree): Degree can be considered as the relative significance of a node in 
the network. The nodes can be characterized by the different degrees as the header, 
follower, border, etc. In general, if a node is in the middle of some nodes’ com-
munication route, it can be defined as the central node. The centrality of a node 
can be measured by the following ways: One method is to measure the distance or 
hops away from the nodes in the network. The other is to calculate the number of 
a node’s immediate neighbors that are one hop away from it.

In Figure 12.1 there are eight nodes and nine edges in the graph. The degree of a 
given node is the number of nodes that directly connect to this node. For instance, 
node 2 connects to both node 1 and node 3, so the degree of node 3 is 2. In Figure 12.1 
every node can reach every other node. The distance or path between two nodes is 
equal to the number of edges in the path. The shortest path for a given node to reach 
other node is the geodesic	distance. For instance, the shortest path for node 1 to reach 
node 5 is through the node 4 (two hops), that is, it is the geodesic distance.

Betweenness: Betweenness denotes that a node is in the middle of the commu-
nication paths of the other nodes. For instance, many nodes do not communicate 
with each other by the geodesic distance or shortest path. In this situation, two 
measures are proposed that are based on all the paths between the nodes and any 
random selected paths.

Closeness: Closeness can be explained as a method which assumes the node 
propagates the information to other nodes by using the shortest route or geodesic 
distance. A function of measuring the closeness is to estimate the time for a node 
to spread information to other nodes in the network.

1 4

2
3

7

6

5

8

Figure	12.1	 A	graph	example.	(From	Hussain,	D.	M.	2007. Proceedings of the 
Second International Conference on Availability, Reliability and Security [April	
10–13,	2007].	ARES.	IEEE	Computer	Society,	Washington,	DC,	480–492.)
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12.4	 	The	Link	Prediction	Problem	
for	Social	Networks	[3]

12.4.1 Model of the Link Prediction
Let G = <V,E> represent a graph of a social network model. V denotes the all the nodes 
in the social network and E denotes all the edges between each nodes. For the e ∈ E, it is 
one edge between two nodes at a specific time t. In different time periods, we can record 
all the interactions among edges. For a given time period t < t’, G[t, t’] represents a subset 
or a subgraph of G in which all the communication between nodes must happen in a 
given time period [t, t’]. The training interval [t0, t0’] is a time period [t1, t1’] in which we 
know all the edges and t1 > t0. Correspondingly, the test interval is a time period in which 
the edges are unknown. For the G[t0, t0’], it must generate some possible edges that are 
not included in the G[t0, t0’]. They are the outcome of the network prediction.

In the experiments explained in [3], we may select some authors, and each of 
them has a number of papers. A given set Core represents Jtrain edges in the train-
ing interval and Jtest edges in the test interval. Enews is the set of edges <a,b> in 
which authors a and b collaborate during the test interval instead of the set Eold, 
which is the set of edges in which the two authors have no collaboration in the 
training interval. Gcollab: = <V,Eold>.

12.4.2 Methods for Link Prediction
Score(x,y) denotes the connection weight score. We can calculate the proximity or 
similarity between nodes x and y, which are related to the geographical position. 
The basic method to find the shortest path between nodes is to use the small-world 
network theory. Small-world network can be explained as a type of social network 
in which most nodes are not directly connected to each other. However, they can 
reach other nodes by a several hops or steps.

Let φ(x) denote the set of neighbors of a given node x. We can infer that if the 
sets φ(x) and φ(y) have a large number of intersection sets, the two nodes x and y 
have more possibility to contact with each other.

12.4.3 Common Neighbors
Following this idea, we can measure score as follows: score(x,y) = φ(x) ∩ φ(y), which 
is the number of the common neighbors of x and y. It has been proved that the 
number of common neighbors of nodes a and b at time t has a relationship with the 
possibility of their collaborations in the future.

Jaccard’s	coefficient:	The Jaccard coefficient was widely applied in the message 
retrieval. The weighted score can be measured as the number of the intersection 
between x and y, which was compared to the union set of x and y. The formulation 
was given as: score(x, y) = |φ(x) ∩ φ(y)|.
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Adamic	and	Adar:	These can be used to decide whether or not two Web pages 
are strongly related. Through this method they can calculate the similarity between 
two pages as: ∑z:1/ log(frequency(z)). The score(x,y) is calculated as: ∑z ∈ φ (x) ∩ 
φ(y)1/	log| φ(z) |.

Preferential	attachment: This theory is based on an assumption that the future 
edge that involves node x must belong to the set φ(x). So the probability of the col-
laboration between node x and y can be measured as: score(x,y) = |φ(x)| .|φ(y)|.

12.4.4 Mathematics of Centralities
In the social network, a node that directly connects with many nodes can be con-
sidered as a high degree node. In other words, the lower degree nodes need the high 
degree nodes to serve as a bridge in order to connect with other lower degree nodes. 
The high degree nodes can also be regarded as the information sources. Generally, 
the degree or centrality Dc(aj) can be measured by:

where 
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This equation is useful for the subgraph of the whole network or a limited-size net-
work for centrality calculation. However, in most cases, we need to measure the rela-
tive centrality for different high degree nodes which are independent of each other. 
For example, a maximum number of connected nodes for a certain graph is n−1. So 
we need to introduce a new formula to calculate the centrality of the node by using 
the proportion of the number of adjacent nodes to the maximum number (n−1).
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Betweenness is one method to measure the centrality of a node in the network. If a 
node is located in the middle of many shortest paths (geodesics) as an intermediate 
between other nodes, this node has a higher betweenness than others. Typically, 
in a network, G = <A,E>, where A denotes the nodes, and E denotes all the edges 
between the nodes. The betweenness Bc(m) for a node m can be measured by:
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where aij denotes the number of all the shortest paths between node i and j, and aij(m) 
represents the number of all the shortest paths from i to j coming through the node m.
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Freeman has introduced another method to calculate the relative centrality of 
any node in the network.
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This formula is tentative to calculate the relative betweenness of a node in the net-
work. In fact, this method is a way to normalize Bc(m) by dividing the maximum 
number ((n-1)(n-2)) of nodes it connected to.

In Figure 12.2, node 1 can reach every node in the graph except node 5, so 
it has the higher closeness than other nodes; in other words, we can say node 1 is 
closer to all the nodes in the network.

The simplest way to measure the closeness centrality is to calculate the sum of 
the geodesics distance from one node to all other nodes in the network and then 
take its inverse. With the increase of the distance from node m to other nodes, the 
closeness will increase as well. The formula can be given by:

 Cc m d m ji
n( ) [   ( , )]= =

−Σ 1
1

where d is the shortest path between nodes m and j. The relative closeness can be 
measure by:
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Figure	 12.2	 A	 graph	 example.	 (From	 Kossinets,	 G.,	 Kleinberg,	 J.,	 and	 Watts,	
D.	 2008.	 Proceeding of the 14th ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining [Las	Vegas,	Nevada,	August	24–27,	2008].	
KDD	’08.	ACM,	New	York,	435–443.)
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12.5	 Routing	in	Disconnected	Social	Networks	[4]
The clusters of some networks sometimes may not directly connect with each other. 
They have to select a suitable bridge tie to deliver a message to the destination. Using 
Figure 12.3 as an example, we assume that cluster 1 does not directly link to cluster 
3. Thus, if the source node is in the cluster 1, it is very difficult to send a message to 
the destination node which is in the cluster 3. But it does not mean that there is no 
forward link for the source node to propagate its information. In Figure 12.3, node 
a1 that belongs to cluster 1 can directly connect to a2 (that belongs to cluster 2). 
Likewise, a3 (belongs to cluster 2) can directly connect with a4 (that belongs to clus-
ter 3). Moreover, a2 and a3 are involved in the same cluster. The dark line illustrates 
the bridges which are established by a1 and a2, a3 and a4, respectively. Through this 
path the source node can forward its message to the destination node.

In fact, by indentifying the centrality of a node, we can explore the bridges 
between different clusters. Typically, the centrality of a node is the degree in the 
frame of a network. Centrality can demonstrate the ability of a central node to 
communicate with other nodes in the network. Nowadays, there are three popular 
centrality measures: the Freemans’ degree, closeness, and betweenness measures.

“Degree centrality” is an efficient way to find the amount of directly con-
nected ties, which includes a selected node. For instance, a high degree centrality 
node can keep connection with a huge number of other network nodes. During 
the information propagation this kind of node can play the role of bride for 
communications between different clusters. In contrast, other surrounding nodes 
may be not as important as the high degree node in maintaining the connectivity 
with other clusters. The degree calculation for a selected node ai as follow:
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Figure	 12.3	 Bridge	 ties	 with	 disconnected	 clusters.	 (From	 Liben-Nowell,	
D.	 and	 Kleinberg,	 J.	 2003.	 The	 link	 prediction	 problem	 for	 social	 networks.	
In	 Proceedings of the Twelfth International Conference on Information and 
Knowledge Management (New	Orleans,	LA	[November	03–08,	2003].	CIKM	’03.	
ACM,	New	York,	556–559.)
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If P (ai,ak) = 1, the direct link between the two nodes exists, otherwise it does 
not exist.

“Closeness centrality” depends on the geographic distance d(ai,ak). It means 
the shortest path between a node (ai) and other nodes connecting directly with it. 
By calculating the node’s closeness, we can estimate the time delay for information 
propagation. The formula is as follows:

 

Closeness(ai) 
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where N is the number of nodes in the network.
“Betweenness centrality” aims to find the node which is involved in the linking 

path of other nodes’ communications. A node with high betweenness centrality can 
have a strong ability to interact with other nodes in the network.

So the calculation of betweenness centrality is as follows:
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gjk is the number of geographic paths connecting aj and ak, and gjk(ai) means that 
the number of geographic paths include ai.

Ego networks consist of a bunch of nodes that must directly connect to one 
node (“ego”), and include all the edges among the alters.

It is difficult to measure the centrality of a large-scale network. Then we begin 
to analyze the “ego” network, which does not need the understanding of the com-
plete network. Because of the limited number of links in the ego network, the 
degree centrality can be easily measured. However, closeness centrality in some 
degree is not significant, since ego can directly connect to all the alters in the net-
work. Thus, the distance between the alter and ego is only one hop. Moreover, the 
betweenness centrality value means the ability of a node that connects the nodes 
that are not directly linked to each other.

In the social networks, a high transitivity degree means a high probability of 
two acquaintances if they have more common acquaintances. In other words, if 
two nodes share a common neighbor, the probability of being connected by one 
link is much higher.

Separation degree is the proportion of common neighbors among the nodes 
in the networks. For information spreading, the separation degree is crucial. For 
example, for two given nodes which have a higher separation degree (i.e., having 
several neighbors which do not connect to each other), the information propaga-
tion becomes more difficult and has more delay than the nodes having a lower 
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separation degree. Therefore, for information dissemination, a node that enjoys 
a lower separation degree from a given node tends to have a good performance of 
information dissemination.

Newman’s study of scientific collaborations shows that if two authors have 
more mutual co-authors before, then we can predict the probability of their col-
laborations is higher. For instance, we assume that two scientists have six previous 
common collaborators, then the possibility of their collaboration is about three 
times higher than the pair who only has two collaborators, and more than 200 
times higher than the pair who has none. Newman deems that the probability of 
two scientists’ collaborations increases when the number of their previous common 
collaborators rises.

In this way, Liben-Nowell and Keinberg use the neighbor metric to predict 
future collaborations. P(a,b) is the probability of collaboration of two assigned sci-
entists a and b in the future. The formula is as follows:

 P(a,b) =|N(a)∩N(b)|

Where N(a) and N(b) are the total number of neighbors of scientists a and b indi-
vidually. From this formula, the common set of neighbors of scientists a and b 
depends on the network layout. By using neighbor metrics we can predict the prob-
ability of the two scientists’ collaborations in the future.

12.6	 	Modeling	Spread	of	Ideas	in	
Online	Social	Networks	[5]

IM means an instant message network, which is a type of dynamic online social 
network. The major difference between the IM networks and traditional networks 
is that we cannot presume that a random node is active. A node may be offline 
(i.e., disconnected from all links with other neighbors) at a time when it is inactive. 
For instance, in our real world, a person with a communicable disease who avoids 
contact with others will prevent its spread.

12.6.1 Susceptibility
The susceptibility δ denotes the possibility of a node that can accept the content 
of a message, thus becoming a message carrier. In reality, one decides whether or 
not to accept content depending on its personal appeal or professional relevance. 
Hence, people tend to accept a message if its contents have something in com-
mon with their own interests. A high susceptibility indicates that the message is 
similar the person’s other interests. A random value 1 and 0 can reflect a node’s 
susceptibility.
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12.6.2 Transmissibility
Transmissibility γ denotes that the possibility that nodes x and y can contact each 
other. If x is a carrier of the message, the message will be sent to y. In the ideal 
model, transmissibility is assuming that all the nodes can always maintain contact. 
However, realistically the transmissibility of the network depends on the status of 
each node, which is online or offline.

Status: The status Pt denotes that one IM user at a given time in the set {Ponline, 
Poffline}. The status of a given node (active or inactive) can be assigned to either 
{1,0}or {0,1}.

Origin: The origin is the message’s source in the network.
Active Node: Active node is a user who is online at a given time t.

12.6.3 A graph of IM Network
The set V denotes all the IM network users or nodes. The set E represents the edges 
between all the nodes. In the beginning, a selected node Vb is assumed as the mes-
sage carrier. Vb is referred to the origin of the IM network. A neighbor node Vc 
is in the set A. The possibility of the joint between the node Vb and Vc, p(c∩b), 
denotes that the message is transmitted from the origin Vb to Vc. The probability 
of the joint for nodes b and c is: p(c∩b) = p(b).p(c). Figure 4 illustrates an IM evo-
lution procedure.

12.6.4 The General Information Dissemination Model
To better calculate the number of nodes to which the message can be delivered at 
a given time t, we may define the term reachability to measure it as the set R. In 
the ideal case, we presume that the transmissibility and susceptibility are equal to 
one. The paths for the message transmission in the IM network are equal to the 
radius of the network. At time t, the set R is equal to set A because the possibility 

Figure	12.4	 In	the	message	propagation	in	the	IM	network,	the	nodes	with	black	
dots	represent	the	message	carriers,	and	the	nodes	with	crossing	signal	represent	
the	nodes	are	offline.	(From	Mislove,	A.	et	al.	2007.	Measurement	and	analysis	
of	online	social	networks.	In	Proceedings of the 7th ACM SIGCOMM Conference 
on Internet Measurement [San	Diego,	California,	October	24–26,	2007].	IMC	’07.	
ACM,	New	York,	29–42.)



310  ◾  Dong Zhang and Fei Hu

© 2011 by Taylor & Francis Group, LLC

of the message transmission is equal to 1. After t iterations, the set At denotes all 
the neighbors that can be reached from the origin node V0 at the time t. d(Vt,V0) 
represents the number of t iterations.

 At = {Vt: Vt ∈V, d(Vt,V0) ≤ t}

ηi denotes the set of Vi’s neighbors, Vi ∈ At. ηi = {x, d(x,Vi) = 1} . Then At can be 
given as:

 At = At−1U ( )∩ i
k i−1η

For two selected nodes Vi and Vj, the possibility of being affected by the message 
or information can be decided by the subset of all the paths among the two nodes. 
For the given nodes Vi , α1t represents all the nodes which are in the At, at a given 
time t. In the simplest case, we assume V2 is the neighbor node of V1. At the time 
t, the probability for the node V2 can be affected, which can be calculated as:

 P1t = max (α1t, a1t, a2t)

Consider a two-path case where the message can be delivered from V1 origin to 
V3. Assume nodes V2 and V4 are the intermediate carrier nodes. The formulation 
can be given as:

 P2t = max(α2t,a3t,a2t, a1t, a3t, a4t, a1t)

In the general case, for n paths from any given nodes to others, the possibility 
κ(A,B) denotes all the paths between the nodes A and B:

 Pnt =max ant{ , =1 =1∏ ∏i
n

i
nkit k t      , .......2 ..,    ( ),    }∏ = ∏i

n
i
nk n knt=1 =11

12.7	 Conclusions
This chapter discussed some popular issues in social network protocol designs, such 
as security, link prediction issue, terrorist network issue, and disconnected cluster 
communication issue. There are still many challenging problems to be solved in 
order to build a robust social network.
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13.1	 Introduction
This chapter introduces some design tools of practical sociotechnical systems. As 
we know, sociotechnical systems theory is an approach to recognize the interactions 
between people and technologies in complex organizational societies in real human 
world. In this chapter, first, the analysis of sociotechnical systems is introduced, 
which includes seven innovative methods proposed in Reference 1. Robustness is 
a critical factor for sociotechnical systems that affects the stability of the systems. 
How to investigate the robustness of a sociotechnical system is then included. 
Finally, some design procedures of sociotechnical systems are discussed.

13.2	 Analysis	of	Sociotechnical	Systems	[1]
How do we analyze sociotechnical systems? In this chapter, seven novel tools to analyze 
the sociotechnical activities are introduced, which are based on ICT (information and 
communication technologies) [1]. Sociotechnical systems are closely connected with 
dynamic and creative activities. All human activities are conducted by tools, and the 
ICT-based tools are interesting if they are used in sociotechnical systems. Seven novel 
ICT-based tools are introduced briefly and support the complex decision-making pro-
cesses. New tools can also be added into the suite of the seven ICT-based tools.

13.2.1  Zing: A Facilitated Group Decision 
Support System [2]

Zing is a groupware system that allows a group of people to communicate, discuss, 
and solve problems together. The system permits multiple PC or laptop keyboards 
to control the cursors, and creates individual screens for each group member. It is 
convenient for group discussion. The screen displays a topic in the window, which 
notifies all the group members of what the problem is. Twelve private windows are 
given at the bottom, which allows the group members to type their own opinions, 
ideas, and comments in the private windows. When they feel ready, they can fire up 
the messages to the public window, and then all the other group members can see the 
speakers’ ideas. Figure 13.1 illustrates such basic ideas. The talk progress can be stored 
for further reference. It is clear that this tool is suitable for group discussion and deci-
sion making. It can be used in school and small groups easily over the Web.

13.4.2 Applicability of STWT .............................................................321
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13.4.2.2 Scenario-Based Techniques .......................................321
13.4.2.3 Contextual Design....................................................322
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13.2.2  Q-Method: Capture of Subjective 
Perceptions and Factor Analysis [3]

Q-methodology provides a standard set of processing steps for analyzing numeri-
cal data by eliciting the subjective understandings held by participants. The data 
source in this case is the participants’ own understanding of some particular topic 
or problem.

First, the process collects all the ideas of the participants and publishes those 
ideas together. This process allows the participant to access others’ ideas. This is 
important and advantageous since many new ideas may come out through this 
process.

Second, participants make choices. This process will distribute a sort sheet to 
every participant and ask them to make choices among the statements of ideas 
presented. Once this process is completed, the Q-Method software can analyze the 
data provided by the participants and run the factor analysis to get the respective 
factor number, which indicates the views of the participants.

Figure 13.3 illustrates such a procedure.

Views and
Ideas

Collection
Make Choice Factor

Analysis

Figure	 13.2	 Steps	 of	 Q-Method.	 (From	 Q-Method:	 Capture	 of	 Subjective	
Perceptions	and	Factor	Analysis.	Available:	http://www.qmethod.org.)

Figure	13.1	 Brief	 structure	of	Zing.	 (From	Zing:	A	Facilitated	Group	Decision	
Support	System.	Available	at	http://www.anyzing.com.)
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13.2.3  Social Network Analysis: Relationship 
Capture and Visualization

Social Network Analysis (SNA) (Figure 13.3) is used to identify, analyze, and rep-
resent the relationship between individuals and groups in an organization or com-
munity. The outcome of this tool is the structure and dynamics of an organization 
or community.

Netdraw (http://www.netdraw.com) is a typical SNA software example.

13.2.4  Leximancer: Concept Mapping 
from Content Analysis [4]

Content analysis is used to extract the insight concepts of the collections of text 
documents. It divides the documents into many pieces of parts and relations, which 
can be quantified and analyzed. This process can point out what are the most fre-
quently use words or concepts contained in the text documents. The analysis results 
are highly reliable.

Leximancer [4] is a computer-based tool for content analysis. It can be used to 
analyze any form of verbal communication. This tool can also be used to extract 
insights from the historical text documents, which may have existed for a long time. 
The results may show the historical, social, and culture insights when the text docu-
ments were produced.

Figure	13.3	 Network	with	associations	(circles),	businesses	(squares),	and	peo-
ple	(triangles).	(From	Hasan,	H.	and	Crawford.	K.	2006.	International	Conference	
on	Creativity	and	Innovation	in	Decision	Making	and	Decision	Support	[CIDMDS	
2006],	London,	June	28–July	1,	256–276.)
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13.2.5  Stella Systems Modeling: Systems Thinking 
and Dynamic Simulations [5]

Dynamic Systems Modeling is a technique used to investigate the behaviors of a 
social system based on computer simulations. The system can model the structure 
and behavior of a specific social system and record the response data to estimate 
the situation of the real world. It is useful before new policies are applied to the real 
world since operating procedures, social response, and other important information 
can be collected from the simulation model without disrupting the real world. By 
changing the simulation period, it can easily investigate the behaviors and impacts 
of the social system for a long time or a short time. Simulating extreme conditions 
for the social system and investigating the results can improve the safety of the real 
system.

13.2.6  Go*Team-Gaming, Team Building, 
and Cooperative Profiling

Go*Team is a computer team version of the ancient strategy game of Go in China. 
The game is not turn-by-turn, but the next turn is specified by the server as a 
“relaxation time.” All the team members are shown with a partial board on their 
individual screen, and all the team members are equal. The team members need to 
communicate with each other to express their own views and the ideas of the board, 
which is required to win the game. So the interaction between team members is 
important. [1]

13.2.7  Eviva: A Web-Based Groupware 
System for Communities

Web-based groupware system applications are used to support online activities of 
communities. The Web-based groupware system application can be customized by 
the users to adapt to their own situations. Different privileges and different work 
can be assigned to different level users. The users can work individually or work as 
a team with other users in the community [6].

13.3	 Robustness	Modeling	of	Sociotechnical	Systems
Sociotechnical systems are always complex and not easy to be analyzed. However, 
the robustness is an important factor to evaluate the designed sociotechnical sys-
tems. If the designed sociotechnical system is not robust, it can be affected by other 
factors easily, such as environmental change or abnormal conditions. As a result, 
evaluating the robustness of a designed sociotechnical system is critical for design-
ing a robust and well-organized sociotechnical system.
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In [7] a theoretical background is proposed in order to model the robustness of 
complex sociotechnical systems. Classic, structural, and emergent and self-organized 
regulations are three categories of regulation proposed in this paper. The emergent 
and self-organized regulation plays an important role in a robust sociotechnical 
system. For the technical devices, they may face some emergent situations and mal-
functions which have been considered before. If the device systems can respond 
effectively and correctly, they can be called robust systems [7, 8].

However, robustness has different definitions in different contexts. Obviously, a 
robust system should respond effectively and correctly no matter how the external 
environment changes, how an unpredictable situation occurs, or how an internal 
malfunction happens. Actually, a resilient system has similar characteristics as pre-
vious mentioned. The difference between robust and resilient systems is that the 
internal structure of a robust system may be modified under certain conditions.

The modifications are controlled by a structure that determines the organiza-
tional changes. Three main categories of regulation are considered: (1) classical, (2) 
self-adaptation, and (3) emergence and self-organization. The first two cases help to 
build a resilient system, which has an explicit border between a system and external 
environment, and the last case helps to build a robust system that does not have an 
explicit border between a system and external environment.

The case of Hurricane Katrina is an example of self-organization and emer-
gence. When Hurricane Katrina attacked the city, the fact is that there were no 
immediate official actions by the government to rebuild the destroyed communi-
cation infrastructure system. At the same time, some actors started to rebuild the 
communication system using some new technologies such as WIFI and WIMAX. 
These actions were done immediately after the arrival of the hurricane, whereas 
no official actions were taken at the same time. These actions happened in spite of 
attempts by official organizations to limit the involvements of volunteers. This case 
is a typical self-organization mechanism that cannot be predicted.

“Classical” and “self-adaptation” are no longer suitable to analyze these cases 
since these two regulations assume the function of the system is constant. As seen 
in the hurricane example, with self-organization, the crisis situations can lead to 
the modifications of values, of the actors’ interests, and of their interaction with the 
environment. Therefore, the border between the system and the external environ-
ment is no longer clear. The system and the environment may interfere with each 
other.

Figure 13.4 shows the stages and efficiency performance of the system in the exam-
ple of Hurricane Katrina. The red curve indicates the actions of the volunteers who 
started to reestablish the communication system immediately after the arrival of the 
disaster. The black curve depicts the evolution process of the formal organization.

As a result, the ergonomics of the complex system requires different types of engi-
neering: (1) classical engineering, (2) resilience engineering, and (3) robustness engi-
neering. The first type is based on a functional approach and controls the simple and 
structural regulation mechanisms. The second type deals with borderline and incidental 
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situations, but the framework is still constant. The third type deals with complex sys-
tems that contain nondeterministic processes such as in the crisis example.

13.4	 Design	of	Sociotechnical	Systems
The design process of a sociotechnical system is complex and time consuming. 
In Reference 10 it explained a way of participatory design using sociotechnical 
walkthrough. Documents are important in participatory design since they are 
shared with the participants, and affect the decision making of each participant. 
The documents should be accurate and up to date. How can these documents to 
be produced? The sociotechnical walkthrough (STWT) can help to achieve this. 
Also, to create such documents, a mix of abstract diagrams can be used. The prac-
tice shows that the STWT can support the participatory design process [10–12].

The participatory design is similar to groupware, which supports or modi-
fies the cooperation between different roles or persons. Due to the large number 
of roles or persons, a lot of interactions, dependencies, and interference may occur 
between them. These may make the system much more complicated and not easy 
to analyze.

13.4.1 STWT Concepts
The core idea of STWT is to build a diagrammatic model to represent a socio-
technical system. The model may be developed from scratch or derived from an 
existing model. The model should be examined carefully step by step and be modi-
fied if necessary. Finally, the model should become the agreement of most of the 
participants.

Crisis Time

Self
OrganizationFormal

Organization

Start of the
Crisis

Efficiency

Figure	13.4	 The	dynamics	of	self-organization	and	institutional	mechanism	in	
a	crisis	situation.	(From	Associated	Press	story	by	Mathew	Fordhahl	in	Mercury 
News [http://radioresponse.org/wordpress/?page_id=46],	October	4,	2005.)
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Obviously, there are many similarities between STWT and cognitive walk-
through [13]. However, there are also some main differences between them: The 
cognitive walkthrough is a method for usability inspection of interactive systems. 
The evaluator acts as a user and walks through all the possible steps, then gives the 
feedback. At each step, the evaluator should answer a set of prepared questions, 
such as: “Have I achieved the desired result?” and “What are the next possible 
steps of dialogue?” The answers of the evaluator for those questions can help to 
improve the interactive system. The similarity happens in STWT, which inspects 
the model of a sociotechnical system step by step. At each step, there is also a 
set of prepared questions to be answered. However, the difference from cogni-
tive walkthrough is the evaluator is not a single person, but the whole group of 
participants. The prepared questions in STWT are open ones, such as: “What 
is the next sensible activity?” and “Which information is needed to support this 
activity?” “How will this activity be changed?” and “Which questions have yet to 
be answered and when?” Table 13.1 shows the differences between STWT and 
cognitive walkthrough.

The product of the STWT is a series of diagrams, which can describe the 
structure of a sociotechnical system. These diagrams can be used as the basis of 

Example:
Construction

Classical
Engineering

Example:
Air Traffic

Control

Resilient
Engineering

Example:
Crisis

Management

Robust
Engineering

Figure	 13.5	 Different	 types	 of	 engineering.	 (From	 Pavard,	 B.,	 Dugdale,	 J.,	
Saoud,	N.	B.-B.,	Darcy,	S.,	and	Salembier,	P.	(2006),	Paper	presented	at	Resilience	
Engineering,	Juan	les	Pins,	France.	8–10	Nov,	2006.	Paper	available	from	http://
www.	resilience	engineering.	org/)

Table 13.1	 Differences	Between	STWT	and	Cognitive	Walkthrough

STWT Cognitive walkthrough

Evaluator Whole group of participants Single

Questions Open questions Not open questions

Source: Thomas Herrmann et al. Sociotechnical walkthrough: Designing technol-
ogy along work processes. Proc. Participatory Design Conference 2004, 
Toronto, Canada, July 27–31.
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documentation. However, the main function of these diagrams is to support the 
communication processes of participators. Every sociotechnical system usually needs 
more than one model to be represented, and in each model, usually more than one 
walkthrough needs to be used. If many changes come out after one  walkthrough, 
it means that the diagram needs to be improved before the next walkthrough. At 
this time, a break needs to be added for the participants to improve the diagram. 
Figure 13.6 shows the procedure between two walkthroughs.

After conducting the necessary number of walkthroughs, the whole group of 
participants should make an agreement on the final diagram.

13.4.2 Applicability of STWT
In this section, three selected techniques which share similar purposes with STWT 
will be discussed and compared. For example, JAD is very similar to STWT. 
Contextual Design is suitable for requirements elicitation and is based on ethnog-
raphy and feedback of models.

13.4.2.1 JAD

Joint application design (JAD) is a concept developed by IBM in the 1980s [14]. A 
workbook is continuously updated in a series of facilitated workshops. As a result, 
the workbook in JAD is similar to the diagram in STWT. JAD takes more focus 
on the whole scale of system development, while STWT takes more focus on the 
detailed discussion of the cooperative work processes.

13.4.2.2 Scenario-Based Techniques

Scenario-based techniques are also used for similar purposes as the STWT. They 
focus on the instances of a process based on text. The interrelationship between a 
series of scenarios is not so easy to understand; as a result, some more techniques 
are introduced, For example, a technique called CARD was developed to improve 
the scenario-based techniques. The cards in the CARD technique are laid out and 
related to each other on a table. However, the STWT takes a much deeper look into 
organizational processes with strong relation to software systems.

Current Walkthrough Next Walkthrough
Changes came out,
improve affected

diagram

Figure	13.6	 Procedure	between	two	walkthroughs.	 (From	Thomas	Herrmann,	
Gabriele	Kunau,	Kai-Uwe	Loser,	and	Natalja	Menold	(2004).	Proc. Participatory 
Design Conference 2004,	Toronto,	Canada,	July	27–31.)
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13.4.2.3 Contextual Design

Contextual design is a good design method for requirements elicitation. The analysis 
begins with a detailed ethnography, and then several types of diagrams are derived 
by the developer in CD. The learning process of organizations plays a less impor-
tant role in CD, while it is important in the STWT. With the STWT, the users can 
discuss and make necessary organizational changes after each walkthrough, and 
the organizational development is also important as the requirements for software 
products. Table 13.2 shows the similarity and difference between STWT and the 
other three methods.

13.5	 Conclusion
This chapter introduced some basic analysis and design methods of sociotechnical 
systems, robustness modeling, and design process. The seven innovative analysis 
methods proposed by References 1–6 are used to analyze the interactions between 
people and modern technology. However, each method has its own emphasized 
point. For example, Zing focuses on the group decision, Stella systems emphasize 

Table	13.2	 Similarity	and	Difference	between	STWT	and	Other	Three	
Methods

Similarity Difference

JAD 1. Utilized workbook, 
similar to diagrams 
in STWT.

1. JAD takes broad view on 
system development, while 
STWT focuses on the details.

2. JAD relies on a leader, while 
STWT relies on all participants.

Scenario-based 
techniques

1. Used for similar 
purposes as the 
STWT.

1. Interrelationship between a 
series of scenarios is hard to 
understand.

2. STWT takes a deeper look into 
organizational processes.

Contextual 
design

1. Diagrams are also 
used in CD.

1. Learning process of the 
analyzed organizations plays a 
less important role.

2. Organizational development has 
the same importance as the 
development of requirements.
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dynamic simulations, and Eviva is a Web-based groupware system. Robustness 
is an important factor for sociotechnical systems. This chapter explained how to 
evaluate the robustness of a sociotechnical system and how to rebuild the system 
through a disaster example of Hurricane Katrina. Finally, some basic and simpli-
fied design processes of sociotechnical systems are discussed. The similarities and 
differences are compared between STWT, JAD, and Scenario-Based Techniques 
and Contextual Design. STWT is a good approach for design purposes, utilizing 
diagrammatic models to represent sociotechnical systems. With these the system 
can be examined carefully step by step through walkthrough. Then, the system can 
be developed and modified through these processes, which improves the current 
design of the sociotechnical systems.
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Chapter 14

Sociotechnical	Networks	
for	Healthcare	
Applications

Joshua Davenport, Gabriel Hillard, and Fei Hu

14.1	 Introduction
Healthcare is a vital part of modern life and is the subject of massive attention due 
to its life-or-death implications for every person of every age, race, and gender. It 
is an ever-evolving entity that is constantly the topic of national and international 
debates, and tremendous sums of money are often spent to try to make the health-
care system more accessible and effective.

The tracking of patient illness, mapping of disease spread, and communica-
tion avenues for different parts of the healthcare community are typical healthcare 
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research examples. Healthcare involves patients, individual medical staff, and 
large medical groups, all acting in a complex social network to achieve the best 
possible care for each patient. The social network that healthcare forms connects 
all these different entities together as well as acting as a discrete tool for each 
participant.

A sociotechnical network can be formed to integrate the various complex rela-
tionships in the current healthcare system. This network ranges from an individual 
tool that allows a doctor to make a particular diagnosis, to large-scale data-gather-
ing systems that connect various large healthcare providers to a government body 
for oversight.

One way to analyze this model is to start at the smallest individual compo-
nent and work toward the larger interconnecting parts. Each smaller piece of the 
network builds on other pieces to form a larger system that relates all the users 
and the technical tools, and by examining the steps that go from the small to 
the large, one may slowly arrive at an understanding of how the sociotechnical 
network is formed.

14.2	 EpiSims	Disease	Model	[1]
One example of small-scale technical analysis in the medical field is infectious 
disease spread. By using a network modeling system, it is possible to predict vec-
tors of disease transmission to provide crisis plans and give estimations on how 
quickly and how far a disease may spread. The Modeling Infectious Disease Agent 
Study (MIDAS) is being conducted by the National Institute of Health to exam-
ine different methodologies toward these systems. One approach in particular, the 
Epidemiological Simulation System (EpiSims) [1], was created to model disease 
vectors particularly in computer environments.

One of the first tasks that must be accomplished in order to provide the func-
tional basis for such a network is the accumulation of the necessary background 
data to form an environment in which to function. If one considers such simulation 
to be created to be a probability universe, then that universe must be populated by 
different entities and factors that approximate the real world. In the case of infec-
tious disease spread, this would be actual places, census data, distances, transporta-
tion networks, and information regarding the activities that take place. All of these 
are necessary to create a simulation that outputs data that are meaningful in any 
real-world situation.

The EpiSims model uses a “person–activity” approach toward calculating vectors 
of disease transmission. Individual people are created to represent entities within 
the network. These people have different characteristics, be it race, gender, age, 
social status, etc. For every person, an appropriate set of activities is constructed to 
create a working timeline that places a given person in different places for different 
instances of time. The model also considers the travel from location to location as 
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another potential vector of disease spread, which is particularly important in the 
case of mass transit. With this individual entity created, it then becomes possible 
to place that entity into the working universe to establish a working model, but the 
method of establishing and evaluating that data is yet to be determined.

The modeling method that EpiSims uses is based on repeating days with the 
same people performing various sets of activities. Running in a loop, a person may 
randomly visit various commercial outlets each day while always traveling to work, 
and may attend a different social event at night. Then a contact network can be estab-
lished to show how disease is spread over time between the different people present at 
a given location. This creates a large sum of data that then need to be analyzed.

The analysis of the data is done using a vertex and edge approach. A given vertex 
represents a particular individual, while an edge represents the disease transmis-
sion between one vertex to another. The graphical representation used is in the 
form of concentric circles where vertices with interconnecting lines are the edges 
(Figure 14.1).

There are several different attributes that can be drawn from this analysis. The 
first is diameter, or the minimum length along the longest chain formed. This 
shows both the spread of a given disease as well as the efficiency of that spread. The 
graph can also show the time it takes for a given person to infect multiple people. 
Another interesting characteristic that can be drawn is the saturation of disease 
spread over time. Because certain people will be infected after a given time interval, 
it is likely that transmissions will begin to cluster within certain groups that infect 
each other, which will diminish in terms of infection speed as viable candidates 
diminish. However, that cluster only needs a single individual to pass infection on 
to another cluster. The concept of clusters of people is known as assortativity, and 
it can have a strong impact on disease spread depending on how efficiently groups 
of people mix.

Figure	14.1	 Vertex	diagram	[1].
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Such a technical approach to a particular field presents a power tool for  medical 
professionals, but it is still only a tool. Only when it is used by physicians in a 
particular case or applied by administrators in a larger sense does it really become 
helpful [1].

14.3	 Transportation	for	the	Disabled	[2]
Cognition is defined as the process of thought. Therefore, a cognitive disability 
would be the inability to accurately process individual thoughts and ideas. A cog-
nitive disabled person is one who is “significantly limited in at least two of the 
following areas: self-care, communication, home living, social/interpersonal skills, 
self-direction, and use of community resources, functional academic skills, work, 
leisure, health and safety” [2]. Some of the causes of cognitive disabilities include 
Down’s syndrome, cerebral palsy, autism, and certain genetic disorders. This sec-
tion addresses the need for “sociotechnical environments” to assist individuals with 
cognitive handicaps using public transit.

In large urban cities, public transportation is a necessity. The citizens of these 
cities depend on buses, subway trains, and trolleys to get to work, to shop, and 
to travel to distant destinations. Because of the large congestion, many people in 
these larger cities opt not to purchase personal vehicles, and depend solely on the 
city transit system. The same is true of people with disabilities who choose to live 
independently.

In 1990, the Americans with Disabilities Act (ADA) was signed to eliminate 
discrimination in, among other matters, transportation. Because of the complexity 
of some transportation routes and difficulty in access for disabled citizens, supple-
ment vehicles have been integrated into most public transit systems to accommodate 
disabled travelers. These vehicles are necessary for both the physically handicapped 
and people with cognitive disabilities who cannot understand the more compli-
cated transit systems. Although these vehicles make the public transportation 
more inclusive, the need for advanced reservations and lengthy wait time can be a 
hindrance.

Mentally handicapped travelers who would prefer to use nonspecialized transit 
are limited by their disability. Cognitively disabled individuals have trouble navi-
gating some systems because of the difficulty in reading and understanding maps, 
as well as the confusion of following schedules. Certain improvements were identi-
fied to help these individuals in their attempts to use public transportation.

In 2001, a survey was conducted in 19 major cities around the United States. 
During this survey, various transportation operators were asked to categorize the 
communication practices of the transportation system for travelers with disabilities. 
The Transportation Research Board (TRB) survey helped to identify where the 
transit systems fell short in their communication with their cognitively disabled 
customers. The most common problems can be found in Figure 14.2.
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The design methodology clarifies the obstacles that stand in the way of the men-
tally handicapped. Pilot studies were performed to observe how these disabled indi-
viduals learned and how they used the transit systems. Beginning at the “How Things 
Are” box, the system continues to rotate through the four stages, creating a better 
system each time it reaches the “Sociotechnical Solutions” block (Figure 14.3).

The pilot studies were conducted in six cities: Denver, Milwaukee, Chicago, 
Washington, D.C., Tokyo, and Vail, Colorado. The studies focused on how the 
cognitively handicapped individuals used bus, light rail, subway, and transportation 
information technologies. They have summarized the needs for making public trans-
portation systems easier for people with disabilities [2]: (1) Reduce the complexities 
of the current systems with the powerful role of technology as a social medium for 
socialization, independence, and self-worth. (2) Support both users with cognitive 
disabilities and their support communities. (3) Exploit the emergence of ubiquitous, 
location-aware, mobile technologies to deliver personalized information tailored to 
individual needs and abilities.

They also concentrated on the problems that could be addressed by sociotechni-
cal systems. By completing this study, certain “navigation artifacts” were observed, 
which are shown in Table 14.1. These pilot studies also determined that there are 
two main classes for public transportation travelers: (1) those who routinely, and 
(2) those who occasionally, travel by the transit system. The less frequent travelers 
were considered to engage in higher cognitive actions because of the extra planning 

Common Problems
Identified by TRB

Report

Exiting at the
Correct Stop

Understanding
Announcements

Reading and
Understanding

Directions

Accessing the
Correct
Vehicles

Figure	 14.2	 Transportation	 shortfalls.	 (From	 Stefan	 Carmien	 et	 al.	 Socio-
technical	environments	supporting	people	with	cognitive	disabilities	using	public	
transportation.	 ACM Transactions on Computer–Human Interaction (TOCHI). 
Vol.	12,	No.	2.	pp.	233–262,	June	2005.)
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and preparation necessary. Each class encountered errors in the form of misdirec-
tion during the study. Each error was quickly corrected by referring to one of the 
previously mentioned artifacts.

After the data were gathered from “normal” individuals using the transit sys-
tems, cognitively disabled students were observed while they learned how to travel 
using public transportation. A group of 13 mentally handicapped students were 
followed as they learned to use a local bus system. The study revealed that 45–75% 
of students learned to ride the bus unsupervised in at least one route. It is estimated 
that it takes an average of one year to teach a cognitively disabled person to travel 
using public transit. The length of the instruction is the reason many mentally 
handicapped people never learn.

How �ings
Are

Cognitive
Requirements

Analysis

How �ings
Could Be

Socio-
Technical
Solutions

Figure	14.3	 Sociotechnical	solutions.	(From	Stefan	Carmien	et	al.	Socio-technical	
environments	 supporting	 people	 with	 cognitive	 disabilities	 using	 public	 trans-
portation.	ACM Transactions on Computer–Human Interaction (TOCHI). Vol.	12,	
No. 2.	pp.	233–262,	June	2005.)

Table 14.1	 Artifacts

Maps—Show physical representation, one’s current location, and destination; 
help identify routing options.

Schedules—Transportation arrival and departure time.

Landmarks—Specific events or locations to identify positioning.

Signs—Written notifications to explain location, rules, upcoming events, etc.

Clocks—Schedule synchronization.

Source: Stefan Carmien et al. Socio-technical environments supporting people with 
cognitive disabilities using public transportation. ACM Transactions on 
Computer–Human Interaction (TOCHI). Vol. 12, No. 2. pp. 233–262, June 2005.
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For an individual with a cognitive disorder, learning to travel using public trans-
portation can be essential to living independently. A Swedish research initiative 
called the Isaac project proposed a PDA/cell phone/camera in the mid-1990s, to 
help mentally handicapped people become more independent. Before these devices 
became commonplace among American citizens, it was proposed as a prompting 
system to assist in travel.

A tool called The Visions System is a technology that was also developed to 
help the disabled live a more independent life. This home-based product used a 
computer to prompt an individual to do simple household tasks. This idea was 
later expanded to PDA technology so that the prompting system would be mobile. 
Adding audio and visual prompts allowed individuals to learn and relearn certain 
task from the palm of their hand.

Through the pilot studies, an architecture was developed to allow cognitively 
impaired travelers to navigate transit systems without fully comprehending a com-
plex, artifact-laden technique. The goal of this architectural design is to help the 
user effectively communicate with transit personnel as well as provide real-time 
support for “selecting a destination, locating the right bus, preparing to board, 
boarding the bus, signaling the driver where to get off, and disembarking.” [2] The 
architecture can be contained in a small mobile device, PDA, or cellular phone, 
allowing each user easy access. Table 14.2 explores some of the different functions 
prototype models would include.

The different prototype functions were developed to assist users in several ways. 
The Personal Travel Assistant (PTA) gives the traveler a real-time map location of the 
different transit vehicles and the user himself. This allows the user to estimate wait 
time and to determine if they are traveling in the correct direction. This device also 
provides “just-in-time prompts and detects breakdowns by using real-time telemetry 
data (i.e., location, speed, and direction) from buses and travelers.” [2] From the hand-
held device, the user can select a presaved destination, and the device will provide 
step-by-step directions to their destination to include which transit vehicles to take.

Table 14.2	 Prototype	Function	and	Description

Personal	Training	Assistant—Attached GPS components on transit vehicles will 
provide real-time locations for users. This will allow easier navigation and 
estimated wait times.

Memory-Aiding	Prompting	System	(MAPS)–Allows users and caregivers the 
opportunity to program and personalize the Personal Training Assistant.

Lifeline–Provides the real-time location and task status of the user. Allows 
caregivers or emergency organizations the ability to support the user remotely.

Source: Stefan Carmien et al. Socio-technical environments supporting people 
with cognitive disabilities using public transportation. ACM Transactions on 
Computer–Human Interaction (TOCHI). Vol. 12, No. 2. pp. 233–262, June 
2005.
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The Memory-Aiding Prompting System (MAPS) allows users to develop and 
redesign alerts and the prompting system used in the PTA. This helps  personalize 
the architecture and allows a more focused learning tool to help condition the 
traveler on routine routes. MAPS allows changes to audio and visual prompts and 
allows users to create more detailed instructions on how to complete a task. The 
technology gives caregivers the ability to tailor each PTA to a specific cognitively 
impaired traveler.

The final function allows caregivers the opportunity to monitor the location 
and progression of a PTA user. This technology, coupled with a communication 
link, would allow the caregiver to provide assistance to the user from a remote loca-
tion. It would also be a helpful tool in locating a lost individual.

Implementation of the MAPS technology is a concern because of the cost to 
place GPS tracking in thousands of transit vehicles across the United States. This 
financial burden becomes even less appealing to cities because the technology is 
considered useful to only 5–7% of their citizens. Convincing these cities that it 
could be a stepping stone to more inclusive technologies and ideas will go a long 
way in getting this project off the ground [2].

14.4	 The	Integrated	Healthcare	Network	[3]
Health information technology (HIT) has impacted the healthcare industry in a 
significant way. Having an available network with up-to-date patient data helps 
both the patient and medical personnel. It shortens the amount of patient wait 
time, and it allows medical facilities to reduce their overhead costs by preventing 
the duplication of unnecessary tests. HIT also has a large potential to prevent unfa-
vorable incidents in the medical profession.

It has been found through different studies that unfavorable medical incidents 
are caused in large part by the exclusion of pertinent medical data. Such incidents, 
which occur often, could be avoided by using HIT. The HIT would contain patient 
data, including medicine prescriptions, intake, family history, and previous ill-
nesses, which are all necessary to properly diagnose a patient. The omission of this 
information could be detrimental to the patient’s health.

Not only would the HIT systems include all necessary medical data, they could 
also be designed as an alert system for medical personnel. Certain cues, prompts, 
and alarms could be included to assist the user in the process. Sequential check-
lists and organized data entry could also be used to decrease potential problems. 
This would help correct the issues associated with user interface to current systems 
already in place.

It is believed that a comprehensive IT framework can be created and can 
become a vital component in healthcare practice. For this to happen, certain inher-
ent problems need to be considered while developing this framework. Any system 
that is created must have an open design that can easily integrate current systems 
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being used by medical facilities. It must also be flexible enough to adapt to differ-
ent work areas with different criteria. Finally, the system must be able to encompass 
sociotechnical aspects.

In order to obtain the necessary information, the University Medical Center 
(at Philipps University, Marburg, Germany) doctors were interviewed and data 
were collected from the center’s own files. It was found that patients who were 
supplied with discharge summaries were less likely to be readmitted to the medical 
center. It was also found that discharge summaries for patients were often incom-
plete or missing completely. This not only caused increased readmittance but also 
led to missed follow-up tests and discontinuity in prescription information.

The root of these issues comes from both sides of the aisle. The practitioners 
blame the hospitals for not providing sufficient paperwork, including discharge 
summaries, and hospitals blame the physicians for not properly completing “pre-
paratory” paperwork before a patient is discharged. The lack of an IT system only 
compounds the issue. Physicians also complain about the difficulty in scheduling 
hospital appointments for their patients because of the long wait time.

Through interviews with the medical center doctors and practitioners, it was 
determined that IT support was necessary in certain areas. Those areas are shown 
in the following chart (Table 14.3).

Though these issues are of immediate concern, they are not the only issues that 
a new IT system would alleviate. There are three main concepts that IT should 

Table 14.3	 Necessary	IT	Support

Scheduling IT support for scheduling is necessary for medical 
center physicians and practitioners. It would also be 
helpful for patients to have access.

Generation and 
communication of 
discharge letters

IT support is necessary to create discharge letters and 
other reports. Access to reusable data is also 
necessary.

Order entry IT support for supply ordering would be helpful to all 
physicians. Prep paperwork would also be important.

Access to knowledge 
bases

Knowledge bases are already available for medical 
center personnel, but IT support would make it 
available to practitioners and patients.

Access to databases 
for physicians and 
patients

Databases are necessary for medical personnel, and 
limited access would be granted to patients. Privacy 
could be a concern.

Source: Mario Beyer, Klaus A. Kuhn, Christian Meiler, Stefan Jablonski, Richard 
Lenz. Towards a flexible, process-oriented IT architecture for an integrated 
healthcare network, Proceedings of the 2004 ACM Symposium on Applied 
Computing. Nicosia, Cyprus, March 14–17, 2004.
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be designed around. First, integration should be a priority of the new system. The 
system should be able to support and involve different individuals in the medical 
network. Next, the system should be highly adaptable to different procedures and 
applications. Finally, the network needs to be extensive. Adding new functions to 
the network should be done easily and without disruption.

A total of 17 different “use cases” were developed with specific “communica-
tion patterns.” These are instructions for common tasks that might occur regularly. 
Each use case accompanies a description of how it is used, as well as a graphical 
representation. Figure 14.4 illustrates the process of placing an order from a hospi-
tal. Order placement is the fourth use case and a common task utilized by medical 
practitioners.

After determining the needs of the IT network, it was necessary to concentrate 
on how the system would be configured. During the design process, five different 
perspectives were considered. Those perspectives are given in Table 14.4, along with 

Identify
Patients

Identify
Case
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Order

Choose
Recipient

Select
Report

Data
Release

Figure	14.4	 Communication	process.	(From	Mario	Beyer,	Klaus	A.	Kuhn,	Christian	
Meiler,	 Stefan	 Jablonski,	Richard	Lenz.	 Towards	 a	flexible,	 process-oriented	 IT	
architecture	for	an	integrated	healthcare	network,	Proceedings of the 2004 ACM 
symposium on Applied computing.	Nicosia,	Cyprus,	March	14–17,	2004.)

Table 14.4	 Perspective-oriented	Model

Functionality perspective How well the system works when performing 
processes and other activities.

Behavior perspective The steps that the system performs when it 
performs a task. This perspective shows how 
different processes are linked together.

Informational perspective This perspective controls the flow of 
information within the system. It provides the 
data for each process.

Organizational perspective The organizational perspective controls 
which groups are involved in a process, as 
well as the roles they play.

Operational perspective This perspective controls the distribution of 
packets from system to system.

Source: Mario Beyer, Klaus A. Kuhn, Christian Meiler, Stefan Jablonski, Richard 
Lenz. Towards a flexible, process-oriented IT architecture for an integrated 
healthcare network, Proceedings of the 2004 ACM Symposium on Applied 
Computing. Nicosia, Cyprus, March 14–17, 2004.
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descriptions of each. The perspectives allow the IT system to be flexible to control 
data flow.

To achieve a general IT system that will work in any medical center, the system 
needs to be able to integrate data from current systems. Since different hospitals 
are using different systems, using one procedure to extract and transform the data 
would be difficult. Different systems would use different encoding schemes to rep-
resent their data. An XML is used for internal data management, transformation, 
and conversion.

In summary, Mario Beyer et al. [3] offer a solution to the many issues medi-
cal facilities are having with their current data control procedures. In it a detailed 
description of a new system is given and how it can be implemented is discussed, 
and a process is introduced in implementing a health IT network that has a large 
potential to prevent unfavorable incidents in the medical profession.

14.5	 Telemedicine	[4]
Telemedicine is another example of a tool in the medical industry used to create a 
point of interaction between the doctor and patient, and serves as a way to provide 
access to individual care without physically connecting the patient and the doctor. 
Of course, this presents a unique set of technical and social networking problems, 
but it must also satisfy the same purpose as a physical encounter. That is to say, the 
results for the patient should not largely change whether the patient was seen either 
in person or through technical proxy.

In one analysis, high-bandwidth visual conferencing was examined to deter-
mine the various factors that play a role in its success and to identify discreet com-
ponents of the visual interaction model that work together to create the functional 
network. One way to analyze the model presented is an interconnected triangle 
between the medical facility, the medical professionals who provide analysis, and 
the patients who are involved. The connecting structure between each of these 
three parts is the underlying technology, and the pathways between them are all 
bidirectional (Figure 14.5).

Interestingly, in this approach, the information that should travel across these 
pathways is largely not for the purpose of the actual technical network. Rather, 
the technical network exists as an underlying entity that is mostly self-supporting 
and exists to facilitate the medical information, its analysis, and various forms of 
feedback between the various members of the network.

Within this framework, two particular forms of quality are reached. First is the 
functional quality of the network, which deals with the ability of the network to 
handle and process information. Included here are the functionality of the technol-
ogy involved (Is there a clear connection between the various clients?) as well as the 
ability of the individuals to interact (Does the patient provide quality information 
into the system, and are all members capable of handling the technical aspects of 
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videoconferencing?). The second form of quality is based on the actual clinical 
encounter results. Good examples of this form would be the accuracy of any diag-
noses reached, and the satisfaction of the patients and staff with the system.

While there are standards governing the quality of those two forms indepen-
dently, there has only recently been a push to develop standards encompassing 
all aspects of the problem. Healthcare standards such as the Joint Accreditation 
of Healthcare Organizations, and information systems standards such as the 
International Multimedia Telecommunications Consortium, provide very dif-
ferent ideas on how quality should be reached. In each case, one side largely 
ignores the other and fails to address important issues,  such as the amount of 
information that can be relayed electronically effectively or the ability of the 
patient to feel like an active and important participant in the medical discus-
sions taking place.

Any analysis of a sociotechnical system must be approached from multiple per-
spectives. For instance, colloquial speech of the medical staff might be jargon to the 
patients, and the opposite could very well be true. So, instead, a model is created 
wherein the analysis approaches the system from a provider and a patient point 
of view. The system must be functional for the provider to provide quality service 
while being worthwhile and friendly to the patient in order to be a successful prod-
uct in a business sense.

The methods used to properly examine such a system must likewise be quite var-
ied. It must examine a structure where the quality of individual elements contrib-
utes to the interactions of the more functional perceived components (Figure 14.6). 
A mixture of examining evidence of the effective history of telemedicine, real 

Lab

Doctor PatientConsultation

ERAdministration

Oversight

Figure	 14.5	 Basic	 telemedical	 network	 model.	 (From	 Cynthia	 LeRouge,	 Alan	
Hevner,	 Rosann	 Collins,	 Monica	Garfield,	 David	 Law.	 Telemedicine	 encounter	
quality:	 comparing	 patient	 and	 provider	 perspectives	 of	 a	 socio-technical	 sys-
tem.	Proceedings of the 37th Annual Hawaii International Conference on System 
Sciences (HICSS’04),	Track	6,	HICSS,	Vol.	6,	pp.	60149a.	2004.)
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observation of current telemedicine encounters and their functionality, and opin-
ions of patients and researchers working in the field must all be used in order to 
begin to gain an understanding of how the larger system works as a whole.

Analysis framework centers around four different factors that greatly con-
tribute to the net functionality of the system. First, the technology quality is 
examined. The ability of the various components within the technical system to 
handle, relay, and process information within encounters is accounted for here, 
and it generally represents the quality of the backbone network. The  second aspect 
is information quality. This is specifically how capable the information being 
passed is to allow for proper actions of the parties involved. Whether the input 
systems are limited, the patient fails to provide quality information to the doctor, 
or the information is hard to read once it is gathered, it all affects the information 
quality factor. The third factor is service quality. In this context, service quality 
refers to the way in which the organization running the telemedicine system 
supports infrastructure and creates an environment that is comfortable for the 
parties involved in order to facilitate proper and effective use. The last factor is 
the quality of use. Here, this is defined as the ability of the individual parties to 
effectively deploy and interact with the system in place in order to provide good 
outcomes. After all, a given system for social interaction may only be as effective 
as the individuals using the system allow it to be. Further, this encompasses the 
effectiveness of any diagnosis or advice given to the patient through the telemedi-
cine encounter.

Technology quality was found to primarily focus on usability, as might be 
expected, though there were more demands being put on the system by the  provider 
than the patients. Providers were concerned not only with the ability of the system 
to function once in use but also that it be secure and available for whomever wanted 

Net
Benefits

Technology
Quality

Information
Quality

Service
Quality

Quality of
Use

Figure	14.6	 Telemedicine	quality	factors.	(From	Cynthia	LeRouge,	Alan	Hevner,	
Rosann	Collins,	Monica	Garfield,	David	Law.	Telemedicine	encounter	quality:	com-
paring	patient	and	provider	perspectives	of	a	socio-technical	system.	Proceedings 
of the 37th Annual Hawaii International Conference on System Sciences (HICSS’04),	
Track	6,	HICSS,	Vol.	6,	pp.	60149a.	2004.)



338  ◾  Joshua Davenport, Gabriel Hillard, and Fei Hu

© 2011 by Taylor & Francis Group, LLC

to use it. Reliability was the largest concern of all factors for providers, while being 
substantially lower for patients. It could be inferred here that the providers are 
very concerned with the ability of the system to be more efficient rather than more 
convenient.

Information quality outlined major differences in perspectives from both par-
ties, as well as notable needs for an effective system. It was found that a clear and 
private connection was necessary, with good clarity and a quiet space to interact 
from. However, the providers were more concerned with aspects dealing with the 
comfort of the interaction, such as space or room layout, while the patients were 
very concerned with the ability of the system to provide feedback to an individual 
patient. Thus, the system needs to facilitate individuals using it both as a necessity 
because of a job and as a necessity to gain information.

Service quality was the most agreed-upon factor determining the effectiveness 
of the telemedicine system, and focused on both the ability of supporting staff to 
provide proper teaching for usage and the proper infrastructure such that the sys-
tem may have comfortable and available terminals for interaction. The only singly 
noted item was in coordinator support, which was a noted aspect by providers. This 
highlights the fact that, while the patient is an entity in the system operating for 
itself, the providing medical professionals are likely working under the umbrella of 
a manager or medical facility providing service to other individuals. In other words, 
the system must be built with the realization that a certain level of oversight and 
support must be possible at the provider’s end.

The quality of use was the primary focus of patients in the study. While com-
mon themes included trained staff and a focus on patient care, patients wanted 
to see more from the system. They wanted to see that the system was coordinated 
with in-person medical professionals both in later exams as well as being physically 
with the patient while the telemedicine encounter with a separate provider was 
being conducted. They also wanted the system to be able to convey patient records 
and provide future directives. This provides a common theme that telemedicine 
encounters are expected to be more convenient than in-person encounters while not 
having any trade-off in the quality of care to the individual.

The study shows that a telemedicine system has to be able to provide a ser-
vice that is sound in both social and technical aspects. Patients expect to be given 
information that will provide quality care and advice that is not diminished by 
the distances involved. Providers expect to provide this service reliably to a broad 
audience over distance. In both cases, primary sub factors are a mix of social and 
technical aspects, and both groups rank environmental aspects (such as the comfort 
of terminals or their décor) notably lower than aspects which directly affect the 
communication of information. This is evidence for the fact that any telemedicine 
system must always be primarily focused on meeting its functional goals. It must 
provide effective information in a reliable way between both parties. The system 
can only be as good as the service it provides.
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14.6	 Emergency	Medical	Services	[5]
In Schooley et al. [5] the authors have highlighted the importance of analyzing 
interorganizational procedures. By implementing an examination process, improve-
ments can be made within the organization that would lead to more efficient mul-
tiorganizational information exchange.

A framework for understanding time-reliant data systems was researched 
through focus groups, field studies, and employee interviews. The purpose of this 
research was to understand the limitations in accessing significant end-to-end 
emergency medical services and how it affects EMS patients. By focusing on what 
information was being shared and who needed or had access to that data, problems 
in the system could be found and fixed.

To gather research data for the case study, a large EMS system was neces-
sary. Such a facility was found in San Mateo County, California. The San Mateo 
County EMS Agency includes such organizations as the County Health Services 
Department, a fire services organization known as the Joint Powers Authority, 
the County Public Safety Communications Center (dispatch), and the American 
Medical Response ambulance service.

There are 11 different healthcare facilities in San Mateo County, none of which 
are included in the EMS system but which collaborate with different entities within 
the system. There is only one dispatch service for the ambulatory and fire-related 
emergencies. This dispatch service is also used by the local Sheriff’s department 
and other law enforcement agencies. Figure 14.7 shows a loose interpretation of the 
EMS structure.

911 Telecom Police Dispatch Fire Ambulance
Health
Care

Facility

Figure	14.7	 EMS	structure.	(From	Benjamin	Schooley,	Michael	Marich,	Thomas	
Horan.	 Devising	 an	 architecture	 for	 time-critical	 information	 services:	 inter-
	organizational	 performance	 data	 components	 for	 emergency	 medical	 ser-
vice	 (EMS).	Proceedings of the 8th Annual International Conference on Digital 
Government Research: Bridging Disciplines and Domains.	 May	 20–23,	 2007.	
Philadelphia,	PA.)
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Three phases were defined to scrutinize the information-sharing procedures of 
EMS units. The first phase included visiting different facilities and interviewing 
their personnel. Ambulance drivers, firemen, and even dispatch personnel were 
questioned on their end-to-end operations from the time they received word of 
the emergency until they completed their particular assignments. The researchers 
traveled on real-world missions as well as simulations and witnessed what data are 
transferred between EMS entities.

The second phase also included interviews with EMS personnel and manage-
ment; however, the questions were related to why each agency had, or did not have, 
access to the information being exchanged. Once it was determined what informa-
tion was essential to each EMS organization, the deficiencies in the system could 
be found and corrected. The third and final stage evaluated the previous two stages 
in order to create a system that would eliminate foreseeable problems for a large 
emergency medical service system.

The San Mateo County EMS Agency uses a computer-aided dispatch (CAD) 
system to record patient information, such as caller information, location data, 
and initial health problem data. This CAD system is controlled by the dispatch’s 
County Communication Center. The time stamp data from ambulances and fire 
stations are also recorded in the CAD system. The county also employs an elec-
tronic patient care record (PCR), which is controlled by the EMS Agency. The 
EMS crews enter information into the PCRs through wireless laptops. Patient 
health and treatment are recorded in the PCRs. The hospitals also have their 
own computer-based system; however, it has limited access to both the CAD 
and PCRs.

The many systems that rarely transfer information between each other hinder 
the ability of medical personnel to gather all the information necessary to treat a 
patient properly. Ideally, the county would like to employ only a PCR that would 
include all information for every agency. Through interviews, it was found that 
hospitals are a main deterrent to having a fully integrated system because, along 
with other concerns, they must respect patients’ privacy and they do not want to 
pay the high cost of integration. San Mateo has begun pursuing legislation to force 
more data exchange between hospitals and other agencies.

After reviewing the San Mateo case, it was determined that the county might 
benefit from adopting the National Intelligent Transportation System (ITS) 
architecture. This ITS “provides a common structure for the design of intelligent 
transportation systems and prescribes a general framework that supports the devel-
opment of many different designs.” Table 14.5 shows how the San Mateo system 
would be mapped in the national architecture.

In Schooley et al. [5], a case study was explained as an examination of the par-
ticular EMS Agency in San Mateo through the TCIS framework. The issues con-
cerning shared information between various medical organizations were discussed, 
as well as the end-to-end evaluation of the system [5].
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14.7	 Conclusions
The growth of technology presents both major advantages and major hurdles that 
the healthcare industry must overcome. The ability to gather information, com-
municate it over distances, and analyze that information on a large scale presents 
an incredible opportunity for progress if that information can be handled correctly. 
However, large amounts of unprocessed and unfiltered information can tend to 
have an overwhelming effect on those who try to study it. It is only through the 
continued development of both tools and analysis techniques that technology can 
truly play an integral part in the workings of the healthcare world today. The stud-
ies outlined in this chapter show how the greater community is striving to make 
these developments, and with time, a seamless connection between technology and 
healthcare may be reached.
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Chapter 15

Collaborative	Software	
Development	Based	on	
Socialtechnical	Networks

Ryan Andrew Taylor and Fei Hu

15.1	 Introduction
It has been said that wherever there are good products, there are less successful pro-
totypes somewhere close by. This old saying has proved true time and time again 
throughout history. In the realm of engineering, for every accepted design, there 
are many crumpled-up sheets of design notes. And in the world of software design 
and development, for every design process that works well in practice, there are 
predecessors that were not quite up to par.
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The world of software development has changed considerably since the first few 
lines of code were ever written. It has evolved from a single programmer in a room 
to many programmers, far and near, who all collaborate on the same design idea. 
Not only is the management of information in these projects important, but also 
vital is the management of the inherent knowledge of the programmers who may 
have experience in this area [1]. As we will discuss in the next few pages, this idea 
of different “groups” of programmers can lead to many problems if not handled in 
an efficient way.

Often, a good way to start solving the problems that collaborative software 
development brings about is to try and decide which tasks are interrelated somehow, 
and which ones will require a data connection of some sort. On the same train of 
thought, this same algorithm can be extended to work with different sets of pro-
grammers and how they are interconnected based on their current set of projects 
and workloads. A good theory has been set out in the research world by many dif-
ferent people in many different ways. This generalized theory says that in order to 
fully minimize the need for collaborative software development inside of projects, 
we need to find the total number of interconnections in the web of data, functions, 
and programmers [2]. If these connections are minimized, then less work between 
different “groups” of analysts, programmers, and actual function will be required, 
meaning the throughput of work will almost certainly rise. This is a reward that is 
desired at great cost.

This chapter focuses on two main implementations that have come on the scene 
to try and work at this angle, reducing interconnections and making the connec-
tions that do exist less prominent. The stand-alone STeP_IN framework [3] and the 
Ariadne framework built for the Eclipse environment [4] are both very successful 
solutions to the problem at hand. Not only do these frameworks help to smooth the 
transition of knowledge transfer and data interconnection collaborative develop-
ment, but they also keep the programmers’ social ecosystem in mind.

Finally, we will discuss the positive and negative impacts of both commercial 
off-the-shelf based systems software and customized software development against 
each other in order to determine the best way for a system to be designed. Obviously, 
different settings and needs will have to be weighed, and this chapter will attempt 
to decide which route is the best for certain groups and situations to call for.

15.2	 The	Need	for	Managing	Information	[1]
The software development industry has changed considerably since the first few 
lines of code were written. Initially, many different designs and systems were pro-
grammed by an equal number of designers and programmers. People who worked 
on these systems worked mainly alone, and in a commonly solitary environment. 
This led to monolithic system design patterns, or systems that were not modular 
and capable of being broken into different pieces or functions very easily. This, in 
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turn, made turning a project over to someone else quite difficult, as following the 
structure of the code in a monolithic system is very tedious. A change needed to 
take place, and a change in the way of thinking was imminent if the software devel-
opment industry was going to grow at any sort of fast pace.

Much research has been conducted around the subject of knowledge manage-
ment. Knowledge management is known in the academic and engineering worlds as 
the stable controlling of information, both written-down and inherent programmer 
knowledge, that can be managed to provide programmers and programming teams 
the ability to access tools and ideas that they might not have otherwise. The first 
thing that must be done to begin working toward managing knowledge is to realize 
that a working environment, when dealing with software development, is not only 
a technical idea. The thought process should be centered on a sociotechnical idea. 
This is true whether the programming is part of collaborative software development 
or a single programmer writing a program. This line of thought introduces the idea 
that not only are programmers tied to their own hardware, software, and technol-
ogy, but they are also tied to their social connections that keep them “in the know.” 
Technical and social interworking all contribute to the overall success of the soft-
ware development process, and knowing this is the first hurdle that must be jumped 
past present ideals.

Much of the research pertaining to the papers in question deal with the fact 
that there are many different types of resources that are available and used for pro-
grammers when they are working on a collaborative project of some sort in software 
development. Programmers have access to their past experiences, their past work, 
code that has been shared among many users and teams, and also other program-
mers themselves. To make any sort of collaboration of ideas work, an infrastructure 
must be in place to standardize the interface. If there are too many ways to access 
different information, then the workload to actually find the information is not 
worth the information to start with. Protocols and working practices must be in 
place to conform information and knowledge as described earlier to each other.

In most cases, the most productive types of assistance that programmers can 
receive when needed is interpersonal communication. Whether it be through face-
to-face communication, electronic communication, or communication through 
production documents and other artifacts, interpersonal communication gives 
software teams and individual programmers alike access to codified information, 
but also to inherent knowledge from the situational expert in question that could 
not be obtained otherwise [1].

Face-to-face communication is among the most common types of information 
flow in the field of software design and development. Often, the communication 
that takes place in a face-to-face manner is between colleagues on a certain project 
or co-workers of a certain development group. Even throughout society, not confin-
ing oneself to the world of computer programming and software design, face-to-face 
communication is the most effective tool for understanding one another. It is some-
times forgotten that there is more to interpersonal communication than just words. 
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There are gestures, tones, and even facial expressions that influence a conversation 
and help move it in one direction or another. The meaning of words can easily be 
changed by moving one’s hands in a certain way, or raising one’s voice (or lowering 
it) an octave, or by smiling (or frowning) when saying the actual words. Face-to-face 
communication is so important to interpersonal information transfer because the 
bandwidth of data is so large, much larger than any other type of communication 
used frequently.

Electronic communication refers to any sort of interpersonal communication 
that takes places through electronic media. This refers to mainly e-mail and short 
message service (SMS) message usage in the software design and development 
world. The great thing about electronic communication as opposed to face-to-face 
communication is that it is time-independent. An e-mail or an SMS message can 
be sent to another person and stored until that person is able to receive it. This 
is a great advantage, in that it does not interrupt as face-to-face communication 
would. Electronic communication also has a leg up on face-to-face communication 
in that it can be stored and viewed again later in its entirety. If the advice of the 
communication needs to be taken, but the communication happened several days 
ago, the message can be retrieved and viewed as if for the first time. The message 
in this case will carry the same weight as the one that was viewed immediately. In 
face-to-face communication, however, a conversation can only be fully remembered 
in a person’s memory. Communication through production documents and other 
artifacts is often combined with the two main forms of communication between 
programmers that have already been discussed. A scratch piece of code or an edited 
diagram can accompany both face-to-face communication and electronic commu-
nication (as an attachment) and add to the value of the data transfer.

To try and perform at a higher level, many computer scientists and software 
developers have tried to develop a system of patterns that could be used over and over 
again based on knowledge inherent in other programmers’ minds [5]. For example, 
these patterns would consist of a situation similar to the one that the programmer has 
found in his or her assignment, and a bundle of solutions that have been used to solve 
this problem over time by various programmers. If the programmer so desires, he or 
she could choose one of these solutions and edit it to his or her desire, making it an 
acceptable solution to the problem at hand. If the solution becomes unique, it can be 
stored in the pattern and held for other programmers to possibly look at over time.

Whether patterns can be used or only interpersonal communication, the main 
problem in software development is clear from the research observed: knowledge 
management causes other programmers to lose time. Any type of interpersonal 
communication that takes place between programmers who need assistance is 
going to take the assister away from his or her work, and thus decrease his or her 
throughput, though increasing the throughput of the questioner. A solution must 
be found that can help manage knowledge in collaborative software design and 
development while minimizing the role that other “experts” must play in interper-
sonal communication, away from their own work.
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15.3	 	Identifying	How	Social	and	Technical	
Dependencies	Can	Relate	Tasks	[2]

As discussed earlier, it is widely accepted that there are two parts to any software 
development project: a technical component and a social component. It is said that 
in order for any software development project to be successful, the technical and 
social elements must be aligned [2]. The way to connect these two dimensions is the 
first step in taking action toward reducing the experts’ time away from their own 
work. Connecting the technical and social dependencies is the idea to focus on.

Any software engineer is familiar with the larger aspect of technical dependen-
cies inside a development project. These kinds of dependencies can refer to func-
tional dependencies, data dependencies, or any other kind of dependencies that may 
hinge on actual data transfer inside the software algorithm. Social dependencies are 
the connections between different people working on the projects themselves. If 
two programmers’ workloads never intersect, then, theoretically, they should never 
have to deal with each other. This is only in theory, and the true process for finding 
technical and social dependencies is much more technical than simply what the 
programmer is working on currently.

Some research done at Carnegie Mellon University has been conducted to try 
and coordinate which dependencies lead to which assumptions about the software 
itself [2]. The researchers at Carnegie Mellon University in the Institute for Software 
Research have come up with a mathematical formula for realizing which engineers 
should be coordinating their activities, thus keeping people out of the loop who 
should not be there to begin with. The mathematical formula revolves around find-
ing two sets of data to start with.

The first set of data that needs to be found is called Task Assignments, or TA [2]. 
This value is whether or not an individual is working on a task. It is represented in 
the form of a matrix with m rows and n columns, where m is the number of workers 
in the development project and n is the number of tasks that need to be completed. 
A 1 in a cell (i,j) means that worker i has been assigned to task j. A sample TA  matrix 
is shown below in Figure 15.1.

In Figure 15.1, the matrix means that worker A has been assigned to task 2, 
worker B has been assigned to tasks 2 and 3, and worker C has been assigned to tasks 
1 and 2. The other set of data that needs to be found to complete the mathematical 
formula found is called a Task Dependencies, or TD, matrix. A sample is shown in 
Figure 15.2. The data in this figure means that task 1 is dependent on tasks 1 and 2, 
task 2 is dependent on all other tasks, and task 3 is dependent on task 2 and 3.

If the two sets of data (in their matrix form) were multiplied, a matrix would be 
obtained that would be in the form of “workers by tasks.” This matrix would show 
which workers need to know and be in the loop regarding certain tasks. Every “1” 
in the row of a worker would be connected with a task that the worker needs to 
be involved in the completion of, according to the assignments and dependencies. 
To complete the mathematical formula, this matrix is multiplied by the transpose 
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of TA, or the Task Assignments matrix, to compute a matrix that is called the 
Coordination Requirements, or CR, matrix. This final CR matrix represents the 
extent to which programmers should work together [2]. The complete mathemati-
cal formula is

 CR	= TA	∗ TD	∗ TA
T (15.1)

Using the example matrices in Figures 15.1 and 15.2, the final CR matrix is shown in 
Figure 15.3. In this final CR matrix, the diagonal entries should be ignored because 
they have little relevance to the situation under consideration. For  example, there is 
no need to know that worker B should be working with worker B to the 4th degree. 
But it is important to know, from the bottom row of the matrix, that worker C 
should spend a little more time with worker B than he or she does with worker C.

Congruence, or the relation between two numbers, of the coordination require-
ments can be found by using not only the CR matrix that we have computed, but 
also the Actual Coordinating Requirements matrix, CA. The CA matrix represents 

 Task 
  1 2 3 
A 0 1 0 
B 0 1 1 W

or
ke

r 

C 1 1 0 

Figure	 15.1	 Sample	 Task	 Assignments	 matrix.	 (From	 Cataldo,	 Marcelo	 et	 al.	
Socio-Technical	Congruence:	A	Framework	for	Assessing	the	Impact	of	Technical	
and	 Work	 Dependencies	 on	 Software	 Development.	 Institute	 for	 Software	
Research	(2008).	Technical	Report,	see:	http://reports-archive.adm.cs.cmu.edu/
anon/isr2008/CMU-ISR-08-104.pdf.)

 Task 
  1 2 3 
1 1 1 0 
2 1 1 1 Ta

sk
 

3 0 1 1 

Figure	15.2	 Sample	Task	Dependencies	matrix.	 (From	Cataldo,	Marcelo	et	al.	
Socio-Technical	Congruence:	A	Framework	for	Assessing	the	Impact	of	Technical	
and	 Work	 Dependencies	 on	 Software	 Development.	 Institute	 for	 Software	
Research	(2008).	Technical	Report,	see:	http://reports-archive.adm.cs.cmu.edu/
anon/isr2008/CMU-ISR-08-104.pdf.)
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the actual interactions that took place between the workers listed in the CR matrix. 
The equation for coordination congruence that was given by the Carnegie Mellon 
University researchers is

 
Congruence C C C C

CR A
R A

R
( , )

| |
=

−  (15.2)

The methods discussed in this section so far have been methods used to discover 
social dependencies in the software development process. In order to find technical 
dependencies in the software system, different methods must be used. Technical 
dependencies can be divided into two main groups: data dependencies and func-
tional dependencies. Data dependencies occur when one component of the software 
package edits data and passes it to another component. Without either compo-
nent, the data will not get taken care of in the way that the total software package 
requires it to. Functional dependencies occur when a function calls another func-
tion. Without the subfunction, the higher-level function cannot work properly, and 
possibly, without the higher-level function, there is never any need for the subfunc-
tion, though this is not always the case.

The researchers at Carnegie Mellon University have proposed a call-graph [2]. 
This graph has not been expounded upon as heavily as the CR matrix and its com-
putations, but it would be a good avenue to pursue. The call-graph proposal has 
the idea of producing matrices similar to the CR matrix and its associated matrices. 
This would be a good way to standardize finding dependencies in not just the social 
requirements field, but also among the technical requirements. This call-graph 
matrix functionality would basically be aimed at finding functional dependencies 
inside software packages. This could be an easy avenue to look at to find a way to 
group programmers together on things that are tied together, so as to make the 
communication between different programming groups minimal.

 Worker 
  A B C 
A 1 2 2 
B 2 4 3 

W
or

ke
r 

C 2 3 4 

Figure	15.3	 Sample	Coordination	Requirements	matrix.	(From	Cataldo,	Marcelo	
et	 al.	 Socio-Technical	 Congruence:	 A	 Framework	 for	 Assessing	 the	 Impact	 of	
Technical	 and	 Work	 Dependencies	 on	 Software	 Development.	 Institute	 for	
Software	 Research	 (2008).	 Technical	 Report,	 see:	 http://reports-archive.adm.
cs.cmu.edu/anon/isr2008/CMU-ISR-08-104.pdf.)
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The mathematical work that has been explained in this section is very useful 
in the field of collaborative software development. As will be explained in the fol-
lowing sections, many concrete efforts are being made to put together a technical 
software system that will make use of the mathematical equations and relations 
that have been discussed here. Much good can come from grouping and organiz-
ing communication between different groups of programmers and engineers in the 
correct way, instead of just leaving them to group themselves, or worse, grouping 
them in some sort of random fashion.

However, technical systems are not completely necessary to make use of the ideas 
of congruence, technical coordination requirements, and call-graphs. The matrix for 
the technical coordination requirements, CR, shows us some very important infor-
mation regarding the level of coordination and working together that needs to take 
place between certain people. Taking the matrix in Figure 15.3 as our example, we 
can see the level of coordination that needs to be present between the workers that 
are a part of the matrix’s data set. For example, worker B has a coordination require-
ments value of 2 when paired with worker A, but a value of 3 when paired with 
worker C. This tells us that worker B, though he or she does need to communicate 
with worker A, needs a strong communication link between him or her and worker 
C. Now, whether or not this “stronger link” represents more face time, a different 
type of communication, or a technical “grouping” is up to the implementation of 
the current situation, but the matrix tells us that workers B and C will need to work 
together more than workers B and A, and this information is very valuable.

The mathematical function for congruence is also very useful in the world of 
collaborative software engineering. The function for congruence is seen in Equation 
15.1. In words, this equation for congruence is the technical coordination require-
ments matrix subtracted by the actual coordination requirements matrix, which is 
found by grading the level of coordination requirements that took place throughout 
the collaborative software development project, and then dividing the  difference 
by the determinant of the technical coordination requirements matrix. This final 
value, a matrix termed the congruence matrix, shows the level of congruence that 
took place during the software development process, or the level to which coor-
dination actually took place when it should have, and did not take place when it 
should not have. This value is invaluable for self-grading and self-evaluation of your 
own collaborative software development process. If the absolute value of a congru-
ence value for a pair of workers is high to some degree, then the communication 
and grouping of a pair of workers should be evaluated to deem if it is needed or 
unnecessary.

The call-graph that can be produced is possibly the most important value that 
can be found between a software development system’s components themselves. 
The ability to trace data through a software package and know which functions 
and components will be affecting that data is very important. Knowing the certain 
functions that will be affecting these data sets at any given time and what order 
they will be called is also very useful.
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For example, assume the software package has only six functions and is not 
very complex; let the functional dependencies be fully represented by Figure 15.4. 
At the time of software execution, functions A and B are called. In time, function 
A calls functions C and D, and function B calls functions E and F. This means 
that C and D will never get called without function A; likewise, functions E and F 
will never get called without function B. This means that functions C, D, E, and 
F are functionally dependent on functions A and B, respectively. This is invaluable 
information, because the workers on function F should never have to talk with the 
workers on function A, theoretically. This would be proper division of communica-
tion if the only resource available were the call-graph information.

As can be easily seen in this section, there is ample data to be compiled to tell 
how much communication and coordination should take place among program-
mers and engineers in a collaborative software development package. The real ques-
tion that we are faced with is this: how do we successfully and optimally manage 
the data in question to compile teams among workers that are beneficial and lead 
toward effective and distributed communication? The next two sections attempt to 
describe two separate software implementations that have striven to meet this need 
and answer this question in the best possible way.

Figure	 15.4	 Functional	 dependency	 of	 a	 software	 package.	 (From	 Cataldo,	
Marcelo	 et	 al.	 Socio-Technical	 Congruence:	 A	 Framework	 for	 Assessing	 the	
Impact	of	Technical	and	Work	Dependencies	on	Software	Development.	Institute	
for	Software	Research	(2008).	Technical	Report,	see:	http://reports-archive.adm.
cs.cmu.edu/anon/isr2008/CMU-ISR-08-104.pdf.)
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15.4	 STeP_IN	Framework	[3]
In the popular opinion, the most important avenues of information and assistance 
to the programmer who needs a little “boost” in their way of thinking about a cer-
tain programming situation are code, documentation, and various kinds of infor-
mation repositories (including, but not limited to, reuse repositories,  discussion 
archives, frequently asked question pages, etc.). However, possibly the most impor-
tant way to receive assistance is through the advice of another programmer. This 
avenue is known as a peer programmer. Other programmers are often the most use-
ful way to get a fresh look at a problem or a situation in the collaborative software 
development environment.

The problem with going to peer programmers for advice comes when the other 
programmers have their own issues that they are dealing with, which is almost 
always the case. If the “expert” programmers, as we will call them in this example, 
are working on their own problems that have extensive environments of their own, 
then they are most certainly engrossed in their work at that moment. The “ama-
teur” programmer, as we will call him in this example, gets stumped on his own 
assignment and walks to the expert programmer’s workspace. Once the interrup-
tion is initiated by the amateur programmer for the question, the expert program-
mer’s concentration has been broken, and whether or not he answers the question, 
the time will have to be taken to regain focus on the problem that he was working 
on in the first place. This is inefficient for the expert programmer, and could pos-
sibly have social consequences for the amateur programmer if hard feelings result 
because of this setback.

A framework called the STeP_IN framework has been researched and created 
to try and alleviate some of the problems that were described in the previous para-
graph. “It takes into consideration the social factor of treating peer programmers 
as information resources, and employs mechanisms that ensure communications 
between programmers that are not disruptive to the overall productivity as well 
as social atmosphere of the team as a whole” [3]. It is a desperately needed design 
that is attempted to be created in the STeP_IN framework. Imagine how much 
time is wasted in collaborative software development teams just by interruptions 
and having to get refocused on the task at hand. It has been estimated that 41% 
of a programmer’s time is taken up by communication that has to do with other 
people’s assignments and that have nothing to do with the original programmer’s 
own tasks [3]. This type of communication happens in an ad hoc fashion. It is 
largely unscheduled, intense, and involves more people than it should. The STeP_
IN framework tries to alleviate this problem with certain design principles.

In order to successfully build a framework that addresses all the issues that have 
been discussed so far, some basic principles had to be followed by the designers and 
programmers themselves. For the design of the STeP_IN framework, the builders had 
five design principles that were used to guide them as they worked. The next few para-
graphs will discuss these five principles and their use in the STeP_IN framework.
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The first design principle that was used states that when a programmer is look-
ing for information and help, it is a highly individualized act. In other words, when 
a programmer is stuck and looking for outside advice, he tends to be working on 
highly specific problems and projects that require quite a bit of overhead to even 
begin to understand. In order for the programmer to not lose considerable time by 
having to set up the problem again, the information-seeking time should be as low 
as possible. If possible, the information that the programmer finds should also be 
presented in such a way that the programmer understands quickly and does not 
waste time wading through useless knowledge.

The second design principle that was used when designing the STeP_IN frame-
work states that if it is ever left up to the programmer, the amount of peer advice 
he seeks should be limited. When a programmer seeks advice or help from a fellow 
programmer, both are losing time. Although the information seeker is looking for 
advice for a problem that is in his current workload, he is being inefficient by being 
required to set up the problem to the expert programmer. The information seeker 
in this case is not losing much more time than he or she would otherwise, on the 
other hand. However, the expert programmer, in this case, is being interrupted by 
the information seeker and is being completely taken away from his or her current 
workload and also his or her time-expensive concentration. The expert programmer 
is losing much more time relative to the information seeker, and this could have 
negative social impacts for both people involved.

The third design principle that was used states that when peer programmers are 
used as knowledge sources, the information seeker should be able to get the desired 
information relatively quickly and should not have to overly exert himself or herself 
to do so. A big problem in peer programming information seeking is knowledge of 
who knows what about certain topics. The STeP_IN framework is built to alleviate 
the stress of not knowing who is an expert on what topics. The information seeker 
should not have to have this seek this information as well. Also, major amounts of 
time are wasted if the information that is given to the seeker is not important or not 
helpful in some way. The information that the seeker receives should be as close to 
what the information seeker is looking for as possible, because otherwise everyone’s 
time has been wasted with the likelihood of more time being wasted getting the 
right information.

The fourth design principle that was used in the design of the STeP_IN frame-
work states that the interruption of expert programmers should be as brief as pos-
sible. This is a fairly simple statement that has been discussed before. Because of the 
extremely large cost of interrupting expert programmers, the time spent with them 
should be as small as possible.

The fifth and final major design principle that was used states that no program-
mer should be forced into sharing information or helping another programmer if 
he or she is not willing to. There are many reasons that programmers would need 
to make themselves unavailable for information seekers. For example, the expert 
programmer might have a deadline to meet, the programmer might be engrossed in 
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a very technical and specific section of code, or the expert programmer might have 
personal reasons for not wanting to fulfill that particular request. Whatever the 
reason, the expert programmer should not be forced into fulfilling any information 
seeker’s request if he or she does not so desire.

The type of thinking that the designers of the STeP_IN framework have for build-
ing this interface is an outside-the-box type of thinking. It uses a very abstract type 
of thought process to try and fully cover all bases of the information seeking that the 
interface and framework is built for. To conceptualize the way a collaborative soft-
ware development project is completed, the designers speak of a software project as 
a “socio-technical information space” [3]. Figure 15.5 shows the information space, 
which includes three main components: code, documents, and programmers.

The above figure is a good representation of the tools the programmer has avail-
able. It was important to the designers of the STeP_IN framework to visualize the 
information space that a programmer had readily available to him or her. The next 
hurdle to cross was the explanation of all the relationships between the three indi-
vidual components.

A code–code relationship means that the code is connected in some way. This 
idea has been addressed somewhat in earlier sections of this document. Two sec-
tions of code can be either functionally dependent, data dependent, or both if 
they are said to be connected. A code–document relationship means one of two 
things: either the code implements an idea that is described in the document, or 

Current Assignment

Knowledge

Programmer

Document

Code

Figure	 15.5	 Sociotechnical	 information	 space	 for	 a	 programmer.	 (From	 Ye,	
Yunwen	et	al.	A	Socio-Technical	Framework	for	Supporting	Programmers.	6th Joint 
Meeting of the European Software Engineering Conference and the Symposium 
on the Foundations of Software Engineering (2007):	Pages	351–360.)
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the document describes in detail certain or all aspects of the code in question. A 
document–document relationship means that the two documents deal with the 
same concepts in some loose way. A programmer–code relationship means that 
the particular programmer has altered or created the said code in some fashion. A 
programmer–document relationship means that the programmer had some part in 
building the document or the discussion that it deals with. The last relationship in 
the information space, a programmer–programmer relationship, means that there 
is some sort of social interaction between the two programmers. At some point, 
they have collaborated on a project or they have helped each other and advised one 
another about some unknown or known topic.

The features that the instantiation of the STeP_IN framework held aimed to 
fully hold up the five design principles that were mentioned earlier. There are like-
wise five encompassing features that the instantiation attempts to incorporate into 
the implementation. The next few paragraphs will make an effort to describe these 
features in as much detail as possible.

The STeP_IN framework aims to have a tight integration with the program-
mer’s home working environment. This is a very important feature because it allows 
the programmer to slide information seeking straight into the workspace that he 
or she is using. If there were such a large cognitive curve that the programmer 
must switch context each time he or she wanted to look up some knowledge, the 
disadvantages of the framework would possibly outweigh the benefits. Also, if the 
framework is integrated into the system, it has informative access to the code that 
the programmer would currently be working on, allowing background processes to 
“prepare” possible solutions for common issues that arise.

The framework also aims to present task-relevant information. More than likely, 
when a programmer is frustrated enough to go looking for outside help on an assign-
ment, he or she is not interested in learning a great deal about the topic itself. Usually, 
the programmer in question is only interested in completing the assignment that is 
giving him trouble. There are two facets of the STeP_IN framework that help the 
programmer to this end. The information delivery facet leads the programmer pre-
emptively to information that may be relevant to the current work that the program-
mer is outputting. The information access facet of the STeP_IN framework provides 
a mechanism for the programmers to actually query a certain topic that he or she 
may be thinking about prior to actually beginning the coding process. Both of these 
components allow the programmer ready access to task-relevant information.

The STeP_IN framework allows the programmer ready access to contextual 
information in incremental form. If the immediate relevant information brought 
about by methods discussed in the previous paragraph are not enough to spark new 
work in the assignment at hand, then information beyond the “first-cut” results are 
shown to the programmer. Thus, the initial burst of information that the program-
mer receives is only enough to possibly spark his or her own train of thought. Not 
so much information is given to him to overload him and possibly slow down the 
design process.
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The framework also provides ways to identify another programmer as a resource 
without actually pulling that programmer away from his or her work. The informa-
tion about the knowledge of each programmer is found in what is called the techni-
cal profile of a programmer. There is also a social profile of every programmer that 
pertains to whom the particular programmer is comfortable assisting and receiving 
assistance from. Both of these profiles are used to successfully show the program-
mer in question who may be able to help or advise them on their current situation. 
The most important concept to remember in this situation is that only people who 
are willing to help should be asked to assist someone. This is related to one of the 
five design principles of the STeP_IN framework.

The last main facet of the STeP_IN framework that is provided for the pro-
grammer is the creation of a socially aware communication channel. Similar to 
what was discussed in the previous paragraph, the main idea behind this mecha-
nism is to allow an expert programmer to decline giving assistance without hav-
ing any blatantly obvious social consequences that could lead to larger problems 
in the workplace. This concept is implemented with something that is quite simi-
lar to an electronic mailing list. Once an information seeker poses a question 
via the information access mechanism, all expert programmers that are deemed 
relevant by their technical and social profiles are notified. If one answers, then 
the information seeker will be able to communicate with him or her as needed. If 
an expert programmer chooses not to answer, then the information seeker would 
never know that he or she was denied assistance by that particular programmer 
and there would, theoretically, not be any extreme social consequences.

The basic layout for the STeP_IN framework is very loose, based on the fact that 
it needs to be incorporated into whatever environment the programming company 
is using at any given time. Therefore, there are only a few select screenshots that 
can be made.

15.5	 Ariadne	Framework	[4]
In addition to the STeP_IN framework, a popular implementation of the thoughts 
and ideas mentioned in these papers is the Ariadne framework. Ariadne is a plug-in 
extension that is tailored and built for the Java-based Eclipse environment. The 
framework searches the currently loaded software project for software dependen-
cies, as discussed in earlier sections, and also searches the authorship information 
that is inherently stored in the network repositories of Eclipse. Ariadne takes this 
information and translates technical dependency information into social depen-
dency information. From these social and technical dependencies, Ariadne creates 
visualizations that are used to increase productivity and efficiency throughout the 
collaborative software development project.

In a paper introducing the Ariadne framework [4], four main situations from two 
companies are brought to the reader’s attention. These four particular scenarios were 
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chosen because they highlighted not only the software managers’ awareness of the 
connection between dependencies and collaboration, but also tough issues that arise 
when these dependencies are not known and collaboration is not thought through 
intelligently. The four scenarios come from two companies that are discussed in fur-
ther detail in the paper [4], and a visualization solution is given for each.

These visualization solutions hinge on the fact that the biggest hurdle to cross 
when solving a problem is understanding fully what is actually going on. One way 
to facilitate coordination activities is to make everyone completely aware of other 
workers’ activities and current workloads, so as to make the environment more 
conducive to noninterrupting assistance-giving. However, when this information 
is obtained, it is important to decide a way to convey this information that does 
not confuse or impede the thought process in any way. Ariadne uses visualization 
to convey this information in a sociogram network much like the one shown in 
Figure 15.6 [4].

In the first scenario, a company has a software project manager who is in charge 
of eight sub-programmers who are working on a client–server application. Also 
working on this project is another team of programmers who are working on the 
server side of the application. The project managers of both teams are in close com-
munication with each other at all times, for obvious reasons. In this scenario, the 
client-side software manager calls a meeting of the developers on her team so that 
she can be prepared for a software package meeting later in the day. Each pro-
grammer on the manager’s team reports what he or she believes will be ready and 
prepared by the next scheduled deadline. It is at this meeting that the manager 
discovers that, with the deadline fast approaching, one of her programmers has 
not begun to integrate his code with two other developers, a step that is abso-
lutely necessary to make scheduled deadline. The client-side software manager here 
determines that the programmer’s deadline is not feasible because he will not have 
enough time to finish his workload on schedule. To work on this implementation 
in Ariadne, the plug-in provides a “Manager Awareness View” that lets managers 
know when team members have begun the integration process in their workload. 
The Manager Awareness View of Ariadne is shown in Figure 15.7. The nodes inside 
this view are the workers themselves, and recent connections between two pro-
grammers are shown as an edge in this graph. More information can be found 
about the connection by hovering over the edge itself.

In the second scenario, a programmer is working on a particular component 
of the software package in question that heavily interfaces with the user-interface 
application layer of the package. A second programmer is working on a compo-
nent of the package that resides in the user-interface application layer itself, and 
regularly requests information from the component that the first programmer is 
working on. In this particular situation, the first programmer has finished the 
application programming interface that it required for the component in question. 
The second programmer, however, has not notified anyone of whether or not his 
component is finished. The first programmer is worried because there may not be 
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Figure	15.6	 Visualization	sociogram	network	from	Ariadne.	(From	de	Souza,	C.	R.	
et	al.	2007.	Supporting	collaborative	software	development	through	the	visualiza-
tion	of	 socio-technical	dependencies.	 In	Proceedings of the 2007 International 
ACM Conference on Supporting Group Work	 (Sanibel	 Island,	 Florida,	 USA,	
November	04–07,	2007).	GROUP	’07.	ACM,	New	York,	147–156.)
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Figure	15.7	 Manager	Awareness	View	of	Ariadne.	(From	de	Souza,	C.	R.	et	al.	
2007.	Supporting	collaborative	software	development	through	the	visualization	
of	socio-technical	dependencies.	In	Proceedings of the 2007 International ACM 
Conference on Supporting Group Work	(Sanibel	Island,	Florida,	USA,	November	
04–07,	2007).	GROUP	’07.	ACM,	New	York,	147–156.)
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much time to alter the API for her component if integration does not begin soon. 
There should be a way for the first programmer to tell if the second program-
mer has begun the integration phase of his workload. Ariadne has a visualization 
view built in called the “Establishing Dependencies View,” which is shown in 
Figure 15.8. This view allows individual programmers to see their own code and 
whether or not it is being used. There is a central node for the developer in ques-
tion with outlying nodes representing the code that he or she has authored. This 
code is then connected to those other individuals that have used this code or com-
ponent in some way, explicitly.

In the third scenario, a programmer is working on a component for the  client 
side of the software package. This component is based around the fact that it 
requests a lot of information from the server side of the software package. The par-
ticular component on the server side that is affected is being written and coded by 
a second programmer. There exists a software component between the client and 
server sides of the software project that is being implemented by the second pro-
grammer while the first programmer uses this interface heavily. The first program-
mer, however, is not completely knowledgeable about how to use this interface. The 
problem arises when we find out that the first programmer has no idea who the 

Function

Dependency

Figure	15.8	 Establishing	Dependencies	View	of	Ariadne.	(From	de	Souza,	C.	R.	
et	al.	2007.	Supporting	collaborative	software	development	through	the	visual-
ization	of	socio-technical	dependencies.	In	Proceedings of the 2007 International 
ACM Conference on Supporting Group Work	 (Sanibel	 Island,	 Florida,	 USA,	
November	04–07,	2007).	GROUP	’07.	ACM,	New	York,	147–156.)
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second programmer is or how to contact him. The second programmer, likewise, 
does not know how to contact the person who wrote the framework for the inter-
face to shed some light on some of its issues. The problem gets even worse when we 
find out that the first programmer has been forced to use a dummy implementation 
of this interface to this point, so we do not even know if the first programmer’s 
work is compatible with the second programmer’s true interface. In Figure 15.9, 
we have the next visualization view from Ariadne, called the “Hierarchal Static 
Ordering.” In this view, we find a tree of sorts that shows not only the hierarchy of 
code and components in the software package, but also the authors of such work in 
its own hierarchal tree. This is extremely beneficial to the users of a multilocation 
geographical software company.

In the fourth scenario, a programmer is trying to write a particular component 
for the client side of the software package. In order to fully implement his software 
component, he needs access to a particular service inside the software package. In this 
particular situation, the programmer who is responsible for writing the service needed 

Function

Dependency

Programmer

Figure	15.9	 Hierarchal	Static	Ordering	View	of	Ariadne.	(From	de	Souza,	C.	R.	
et	al.	2007.	Supporting	collaborative	software	development	through	the	visual-
ization	of	socio-technical	dependencies.	In	Proceedings of the 2007 International 
ACM Conference on Supporting Group Work	 (Sanibel	 Island,	 Florida,	 USA,	
November	04–07,	2007).	GROUP	’07.	ACM,	New	York,	147–156.)
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is a part of a different design team and has an earlier deadline that does not involve 
this particular component. Because of this deadline, the service programmer is not 
being very responsive to the requests from the first programmer. Also, other program-
mers from multiple teams have been in need of this particular service for a while, and 
have been making many requests to the responsible programmer, to no avail. The 
programmers who all need this service and cannot get access to it somehow find each 
other and realize that they are all in the same predicament. The visualization given for 
this situation by the Ariadne plug-in is shown in Figure 15.10. It is one of the main 
design principles of the application that software developers should be able to easily 
find other developers and programmers who are in similar situations as themselves. 
This capability gives the software development team as a whole a greater probability 
of high throughput. An easy way for Ariadne, or any other sociotechnical framework, 
to make this capability available to programmers is to offer a database system of some 
kind that offers a simple interface to the sociotechnical dependencies of the entire 
collaborative software development package. The visualization provided by Ariadne 
that offers this view, the view shown in Figure 15.10, is called the “Finding Similar 
Developers view.” This view is similar to the Establishing Dependencies View that was 
built for the second scenario of the paper in question. However, instead of associating 
programmers with the code that they have a dependency with, the Finding Similar 
Developers View associates programmers with other developers that they may need to 
associate with based on the sociotechnical dependencies of the software development 
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Programmer

Figure	15.10	 Finding	Similar	Developers	View	of	Ariadne.	(From	de	Souza,	C.	R.	
et	al.	2007.	Supporting	collaborative	software	development	through	the	visual-
ization	of	socio-technical	dependencies.	In	Proceedings of the 2007 International 
ACM Conference on Supporting Group Work	 (Sanibel	 Island,	 Florida,	 USA,	
November	04–07,	2007).	GROUP	’07.	ACM,	New	York,	147–156.)
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project. Information about each dependency is stored in the edge between any two 
programmers listed in the view.

As evidenced throughout the description and visualization of the Ariadne 
plug-in for the Eclipse development environment, the design process is centered on 
the idea of visually seeing the social dependencies as well as the technical depen-
dencies for the programmer or developer in question to process the information in 
a more concise manner. In contrast to the STeP_IN framework, discussed earlier, 
Ariadne focuses more on compacting the dependency information into one screen 
so that the programmers and developers involved are not forced to search for this 
data to make timely decisions.

15.6	 	COTS-Based	Systems	or	Customized	
Software [5,6]

In the case of both the STeP_IN framework as well as the framework for the 
Ariadne plug-in for the Eclipse development environment, the design goal is to 
assist programmers who are working on software from the ground up. These types 
of programmers work in a collaborative software development atmosphere to cre-
ate customized software. Customized software consists of programs and code that 
is specially designed for a client or group of clients to perform one task or group 
of tasks only. Another method of designing software that is much less expensive 
but does have its drawbacks is called COTS-based software design. COTS-based 
software design refers to commercial-off-the-shelf based systems. These types of 
systems lean more toward software component reuse and recycling rather than 
a completely new “ground-up” implementation. There are pros and cons to both 
types of software package design, and many different occasions in the software 
development world call for either type of development process. However, for cer-
tain situations and certain groups of programmers, there are clear-cut decisions on 
which process should be used.

Many developing countries have chosen to have their software and technologi-
cal needs filled by commercial-off-the-shelf based software development. A devel-
oping country is defined as a country that is poor and whose citizens are mainly 
agricultural workers but has the desire to become more advanced socially, eco-
nomically, and technologically. Thus, a developing country has extremely limited 
resources that can be pushed toward their technological infrastructure. Because of 
their lack of resources, in-place systems, and qualified manpower, these countries 
are restricted to some degree with the ways they can create software systems and 
packages. Commercial-off-the-shelf based software systems involve picking out 
certain smaller components of the desired system that have been coded before for 
other projects, or simply for resale, and are available for a decreased price on the 
commercial market. These purchased components may be exactly what the buyer is 
looking for, or they may only qualify halfway, but regardless, the component is able 
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to fit in and work in the new system. Reducing development time and resources 
and lowering maintenance costs are just a few ways that commercial-off-the-shelf 
based software development can drastically help a developing country today. The 
information technology support for such a country is able to be jump-started by 
this kind of development process very easily and quickly.

To this end, some research has been done on a framework called STACE that 
is described as a “generic sociotechnical framework for COTS software evalua-
tion and selection” [6]. This research is aimed at helping potential programmers 
and developers who participate in collaborative software design truly examine the 
relationships between separate elements and components of the overall design. This 
packaged framework also helps the users to see the impact that their decisions 
in the commercial-off-the-shelf selection process will have on the final software 
evaluation. This framework helps users to successfully implement and plan their 
commercial-off-the-shelf based software systems.

Commercial-off-the-shelf based software development, also referred to as 
component-based software engineering, might be better defined as the methodical 
selection and integration of reusable software into a larger software package. To 
truly understand how this type of system could work and be beneficial to engineers, 
programmers, and developers worldwide, one must be able to see that many parts 
of software systems are redundant or appear commonly throughout the collab-
orative software development world. These components that appear over and over 
again throughout software components should be able to be written and composed 
only once, and then used over and over again, effectively recycling the code in an 
extremely efficient way.

Though there are many similarities between commercial-off-the-shelf based 
software development and component-based software engineering, there are many 
differences as well. In Figure 15.11, we have a table that can show the major differ-
ences between the two types of collaborative software development. As can be seen 
in Figure 15.11, the main differences in CBSE design and CBS design all come back 
to the fact that CBS design must at least partially comprise COTS components, 
where CBSE design does not have that requirement.

From Figure 15.11, a number of similarities, as well as differences, in Component-
Based Software Engineering (CBSE) and Commercial-off-the-shelf Based System 
Design (CBS) can be seen. The first difference that can be seen is in the first column 
of the table. When dealing with the number of components in a software system, 
CBSE and CBS differ, but only slightly. Both of these design theories use the idea 
that multiple components can be a part of a larger software system. This means 
that any given software package should be able to be broken down into smaller 
subsections, or components, that perform smaller tasks inside the larger function-
ing of the system. However, CBS design promotes the idea that if the function of 
the overall system as a whole is on a small enough scale, then the software system 
can be scaled down to only include one component. In other words, it is unneces-
sary for a software system to be designed to be more complex than it needs to be. 
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The idea of breaking a software package down is shown in Figure 15.12. As can be 
seen, a large component, such as the one on top, could be broken down into several 
different components. Also, a smaller-scale component such as the one on the bot-
tom in Figure 15.12 could be only broken into one small component because of the 
limited functionality of the system itself.

The biggest difference that can be seen between CBSE and CBS methodolo-
gies is seen in the second column of the table in Figure 15.11. In the CBSE model 
of designing software packages, it is likely, and actually quite common, that a 
software package will comprise only components that are built in-house. The main 
guidelines behind the CBSE methodology simply coordinate the breaking down 
of a larger software package system into smaller subsystems, or components, as 
previously discussed. It is common for all components that make up a software 
package to be designed and built in-house. It is not against regulation or method-
ology to purchase outside components, but this is done very infrequently. On the 
other hand, for a software design process to be deemed a CBS design process, the 
final software package must contain at least one commercial-off-the-shelf compo-
nent. This component can be all-encompassing, meaning the entire software pack-
age is only broken down into one component, or the components can be limited 
to only a few pieces of the system as a whole. Regardless of the type of component 
breakdown, in order for a software design process to be a CBS process, the final 
software package must contain at least one commercial-off-the-shelf component.

15.7	 Conclusion
The world of software development has changed considerably since the first few 
lines of code were written. It has evolved from a single programmer in a room to 

Number of components Use of COTS software Maintenance 
requirements

CBSE Integrates many different 
components

Can contain all in-house 
components

Must maintain 
components that are 
used in-house

CBS Can contain many 
components, but can also 
contain one component 
that solves the problem

Must contain at least one 
commercial-off-the-shelf 
component

May not be responsible 
for maintenance if 
components are COTS

Figure	15.11	 Differences	in	CBSE	design	and	CBS	design.	(From	Kunda,	Douglas.	
A	 socio-technical	 approach	 to	 selecting	 software	 supporting	 COTS-based	 sys-
tems.	University	of	York	(2001).	Available	from	http://www.cs.york.ac.uk/ftpdir/
reports/2002/YCST/01/YCST-2002-01.pdf.)
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many programmers, young and old, far and near, who all collaborate on the same 
design idea. One of the most important aspects of these projects is the management 
of the inherent knowledge of programmers who have experience in certain areas. 
This chapter has shown that different groups of programmers can be handled in 
many different ways, some more efficient than others.

The first way that one can begin to solve these problems regarding groups of 
programmers and their throughput is to come up with a concrete way of deter-
mining which tasks are interrelated and which tasks have a data dependency of 
some degree. Similar to interrelated tasks, programmers who have connections 
regarding the functionality of their assigned workloads should be managed in 
great detail to increase throughput throughout the software package design pro-
cess. The total matrix of data, function, and programmer interconnections should 
be found in order to have a definitive idea of what direction to begin grouping 
programmers and engineers and their respective workload assignments. The less 
the interaction between different groups of analysts and programmers, the more 
the time available for a particular group or bundle of groups to work together 
on their interrelated assignments. This is the goal we are striving for at most 
any cost.

This chapter has focused on two main implementations, reducing inter-
connections and making the connections that do exist less prominent. The 
 stand-alone STeP_IN framework and the Ariadne framework built for the 
Eclipse environment are both very successful solutions to the problem at hand. 
Not only do these frameworks help to smooth the transition of knowledge 
transfer and data interconnection collaborative development, but they also keep 
the programmers’ social ecosystem in mind. The idea of allowing the program-
mer to help at will is prevalent in both frameworks. Both of these systems 
allow the programmer to get help in synchronization with his or her normal 

Figure	15.12	 Component	breakdown	of	a	larger	system.	(From	Kunda,	Douglas.	
A	 socio-technical	 approach	 to	 selecting	 software	 supporting	 COTS-based	 sys-
tems.	University	of	York	(2001).	Available	from	http://www.cs.york.ac.uk/ftpdir/
reports/2002/YCST/01/YCST-2002-01.pdf.)
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programming style because of the environmental integrations and the visual 
aids that accompany them.

Also, this chapter covered the great debate over whether or not a commercial-
off-the-shelf based system design is better than a simple component-based system 
design. The final answer to this rhetorical question is: neither. Both of these software 
package system design processes have their strengths and weaknesses, depending on 
the current situation that the programmer and client might be in. If the final soft-
ware package that is needed to be built is quite large and cumbersome, then compo-
nent-based system design might be the design to pursue. Also, if the software design 
package is similar to one, on any level, that has been released in the commercial 
market before, then it could possibly be wise to purchase the commercial-off-the-
shelf software, in some quantity, and merge it with some level of in-house software 
for the final software package. There are many different situations that could bring a 
client or firm to use one or both of these methodologies; there are many correct uses 
of any combination of the two.

In conclusion, many efforts have been made, in the academic world and else-
where, that make it much easier to group programmers and engineers together in 
ways that can possibly increase the overall throughput of the group. This increase 
in productivity can be due to a mathematical speedup from data and functional 
dependencies or a certain framework that is tailored to the current work environ-
ment that is used to produce the software package.
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Chapter 16

Virtual	Communities	Based	
on	Sociotechnical	Systems

Keli Kohoue, Sadith Osseni, and Fei Hu

16.1	 Introduction	[2,6]
We might want to call the world we currently live an ensemble of “virtual communities.” 
Computers have enabled the fast creation of diverse communities. Message boards, chat 
rooms, user groups, and blogs are currently the most active Internet communities.

Virtual communities are originally intended for a variety of needs, varying 
from communities of interest (intellectual Web sites), communities of relationship 
(Twitter, MySpace, etc.), gaming communities (e.g., in World of Warcraft, Second 
Life), or communities of transaction to peer-to-peer communities (eBay, Amazon, 
etc.). Web 2.0 mechanisms are also boosting the development of virtual communi-
ties (used for cell phones or PDAs) and the role of user-generated content within 
virtual communities.
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The benefit of these communities is made obvious by the impact they have on 
the creation of information and its diffusion. As an example, these days, blogs are 
rapidly turning into a major source of information on a diversity of topics. These 
online gatherings are very appealing for members and operators. A side benefit 
of many of these online communities is their ability to sustain socialization and 
enable the participants to stand out.

It is also important to note that virtual communities are not standardized or 
uniform; they diverge extensively depending on the topic, purpose, and benefits. As 
far as the nature of the information mechanism is concerned, scientists are examin-
ing the interaction arrangements and methods, social structures, transaction plans, 
organization of features, business models, and design characteristics of information 
mechanisms and services for virtual communities. Community members cooperate 
by means of digital media and add value via feedback, analysis, and suggestions. 
Other important matters are expectation, network outcome, operation fees, and 
the design of applications as well as the generation of alterations or improvements. 
Wisdom	of	crowds, collective	intelligence, and crowdsourcing are important concepts 
or buzzwords describing mechanisms around user-generated content in virtual 
communities. But how did it all start? Is there a powerful organization underly-
ing the management of virtual communities? Could it be the government? In this 
chapter, we will attempt to answer those questions.

16.2	 Managing	Virtual	Knowledge	Networks	[5]
To formulate the theory of knowledge creation, it is important to realize that the 
discursive formation of “self” employing mediational means is a source of knowl-
edge creation. We need to understand the relationship between such a source and 
self-understanding and understanding of others, as well as the specific characteris-
tics of virtuality [5].

The intriguing question that arises is, “How is knowledge created in a virtual 
context?” Knowledge generation in the real world as well as in an implicit context 
should be understood from the standpoint of public interaction. Social interaction in 
an implicit perspective as an ingredient of knowledge generation is referred by ICTs 
(information and communication technologies) such as cell phones, laptops, PDAs, 
etc. Language develops into something in the form of information symbolically coded. 
It is not unusual to see written language turning into, for lack of better words, a texting 
method of communication. The text in turn, gets transmitted by media deprived of 
context, and when the message is received, it goes into the same cycle where it gets 
recontextualized, reshuffled, or restructured based on already-gained information.

Self-understanding and acceptance of others, illustrated in theories of knowl-
edge generation, are influenced by the type and amount of theoretical media-like 
characters that can be used as tools to internalize unfamiliar knowledge. Some 
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people would argue that in an implicit case self-understanding is fashioned, as an 
element of knowledge generation, through a tapering range of nonverbal figurative 
prompts that can be passed on. Others would suggest that self-understanding and 
acceptance of others are in the mind’s eye as the person grows to be able to build 
personas in the language used while profiting from the lack of other visual prompts. 
The significance of verbal communication is noted in implicit surroundings in spite 
of the greater vagueness created concerning its sense.

Figure 16.1 illustrates the basic idea of knowledge creation [5].

16.3	 Social	Network	Analysis	[4]
Social network analysis is founded on the meaning of relations among cooperat-
ing members. The social network standpoint covers hypotheses, representations, 
and functions that are articulated in terms of relational perceptions or procedures. 
Besides, with rising attention, social network analysis has turned into an  agreement 
about the central ideologies essential to the network point of view. Network analy-
sis is the study of social relations among a set of actors. It is a field of study, a set 
of phenomena or data that we seek to understand. In order to work in this field, 
network scientists have come up with a set of distinctive hypothetical perspectives. 
Some of the main features of these perspectives are

Comments, feedback,
attitude, beliefs, interaction

Markets
Product/Service Information 

Purchase of Goods/Services 

Knowledge

Creation E-learning
Community Members

Subscription

Figure	16.1	 E-learning	communities,	virtual	markets,	and	knowledge	creation.	
(From	 Schrott,	 G.	 and	 Beimborn,	 D.	 2003.	 Managing	 virtual	 knowledge	 net-
works:	 Topology	 and	 performance.	 In	 Proceedings of the 2003 International 
ACM SIGGROUP Conference on Supporting Group Work	(Sanibel	Island,	Florida,	
November	09–12,	2003).	GROUP	‘03.	ACM,	New	York,	198–204.)
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 ◾ Greater attention on interactions between users rather than each individual’s 
characteristics

 ◾ Wisdom of dependence
 ◾ Evolving effects

Network hypothesis depends on systems hypothesis and difficulty hypothesis. 
Social networks are also distinguished by a typical methodology involving tech-
niques for gathering data, arithmetical analysis, illustrated representation, etc.

The important characteristic of social network analysis is its focus on the orga-
nization of interactions, varying from informal acquaintances to close liaisons, or in 
layman’s term, from friends to best friends. Social network analysis presumes that 
connections between people are crucial. Social network analysis is becoming increas-
ingly useful in the social sciences and has found application in domains as diverse 
as psychology, physical condition, trade association, and electronic infrastructures. 
Moreover, lately, interest has centered on the study of management networks to 
strengthen relationships inside and outside groups, associations, and similar systems.

The field of network analysis is typically criticized for its practical and less theo-
retical nature. Typically, social network analysis relies on surveys and discussions 
to collect information about the relations within a distinct group. The responses 
gathered are then analyzed. The information-gathering and examination procedures 
offer an initial base for the understanding of advance knowledge flows, which may 
involve recasting social relationships.

Social network analysis requires sifting through a surplus of knowledge with 
capable social network analysis computer programs. It needs participative and 
interpretative methods to the explanation and examination of social networks, 
with a focus on the easiest and most practical fundamentals. Key phases of the 
essential procedure will naturally require experienced personnel to recognize the 
network of people, organizations, and entities to be investigated. Such tasks could 
be accomplished by gathering background information, for example, by meeting 
and discussing with senior executives and important staff, to comprehend detailed 
requirements and matters. Concretely to say, we could describe the purpose, elu-
cidate the range of the investigation, plan the questionnaire, keep queries short, 
direct, and to the point (both unrestricted and restricted questions can be used), 
investigate the persons, groups, and members in the network to recognize the rela-
tionships and information flows between them, employ a social network analysis 
tool to clearly work out the network, analyze the charts and difficulties and oppor-
tunities pointed out earlier using dialogues and workshops, propose and implement 
actions to bring about desired changes, and recreate a map of the network once 
more after an appropriate interval.

A practical difficulty with network analysis in history has been the inability 
to test theories in a more precise and accurate manner, because the information 
acquired is by its very nature “autocorrelated,” which, of course, violates the sup-
position of independence (arbitrary sampling) built into the majority of traditional 
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statistical surveys. However, with the advent of combination tests, this is much less 
of a predicament at the moment. An ongoing problem is the shortage of enough 
computing resources to deal with large datasets. It is frequently a challenge to con-
strict a social network. If we are looking at needle-sharing among drug users, we 
can artificially compress the network at some arbitrary border line, such as an urban 
center or district, but this would misrepresent the information. Yet we should not 
let the network get so large that it becomes unmanageable.

16.4	 	Mining	Hidden	Communities	in	Heterogeneous	
Social	Networks	[1]

It is essential to understand and explore the concept of community mining in 
more complex and diverse social networks. On account of its rapid growth, the 
social network becomes a center of interest for most people, especially researchers 
who want to know what leads people to join a social network and what makes 
a social network active and worldwide in reach. In fact, community mining is 
an important tool that will help us to understand those parameters. Obviously, 
assuming that the social network is unirelational and “mining results are indepen-
dent of the user’s needs or preferences” will leave out precious hidden community 
information.

Nowadays, there are a huge number of social networks, and it is certain that 
each network provides users some features that others do not have; moreover, a 
client A may have a distinct relationship with clients B and client C, and user 
C may also have a different relationship with user D and the same relationship 
with A or F. This means that each user creates a small network inside the colossal 
social network, depending on his or her interests, desires, and favorites. Therefore, 
the new approach to analyzing social network should include all those factors 
since, as stated earlier, the social network itself is becoming a multirelational social 
network.

As stated earlier, one of the main focuses here is to determine some criteria 
(maybe formulas) that will allow us to know whether a social network is strong 
or not. Because there are different relations between users in the social network, it 
might be wise to check the strength and importance of those relations. This leads 
researchers to recommend a mathematical model for relation extraction and selec-
tion. The main idea of this algorithm is to model the problem as an optimization 
problem, which means that once the algorithm is built, it can be applied to any 
social network to know how influential it is.

For this approach, each relation will be represented by a graph with a weight 
matrix, and each element of the matrix illustrates its relation strength between 
the two corresponding objects. In order to make the algorithm more efficient, 
researchers added the feature extraction problem to the relation extraction prob-
lem. In fact, the feature extraction problem is a way of reducing the dimensions of 
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our data. Sometimes, we may have much data, but a lack of information; hence, 
the original data will be reduced to a representative set of vectors (only relevant 
information from the input data will be considered for performing the task). The 
relation extraction will be used whenever there is a clear relationship between 
clients or users.

In this section, we will discuss the procedure for relation extraction, present 
some experimental outcomes, explain how to solve the problem and, finally, pro-
pose some ideas and hints for potential work in that area.

The goal of social network analysis is to measure the relationship and informa-
tion flows between individuals, groups, and people inside the network. We have to 
keep in mind that one of our important objectives is to discover a linear combina-
tion of relations that best describes movements or actions taking place between 
users in the social network.

It is undeniable that there are many relations in a social network. The way those rela-
tions are set or established will tell us what kind of social network we are dealing with. 
Furthermore, they will help us know whether or not the social network is dynamic. To 
understand the relation extraction problem, we will consider two examples.

In the first example (Figure 16.2), let us consider a network that consists of 
four objects, with assume that any users linked to those four objects are part of 
the community. Suppose that in that social network, we have eight other nodes 
surrounding the four objects. Network A has two nodes connected to the four 
objects, with the remaining nodes are linked together. Also, let a network B 
be designed as one node connected to two objects, another node linked to two 
objects, and the last six nodes connected to one another. Finally, let us assume a 
network C with two nodes connected to each object. Obviously, we can see that 
network A best represents the community structure. In design A, the four objects 
are grouped together with some nodes, creating a strong relation between users. 
Designs B and C, on the other hand, do not have their four objects assembled 

Network A Network B Network C     

Figure	16.2	 Relationships	 in	networks.	 (From	Cai,	D.	et	al.	2005.	Mining	hid-
den	 community	 in	 heterogeneous	 social	 networks.	 In	 Proceedings of the 3rd 
International Workshop on Link Discovery	(Chicago,	Illinois,	August	21–25,	2005).	
LinkKDD	’05.	ACM,	New	York,	58–65.)
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together, so they cannot be used to determine the community configuration. It 
might be necessary to point out that design C is the worst one, since all the four 
objects are spread out in the network. In Figure 16.2, the shaded nodes represent 
the four objects.

Now, let us consider another situation with a more complex query (see 
Figure 16.3). Suppose we have two yellow objects (in circles), two red objects (in 
squares), and eight nodes in the social network. The two yellow objects and the 
two red objects belong to different communities. Let us consider a network A 
with the two red and two yellow objects connected together with two nodes and 
the remaining six nodes linked together. Let us design a network B with each of 
the four objects spread out, but with each of them linked to two regular nodes. 
Lastly, let us have a network C with two yellow objects connected to one node, 
the two red objects linked to two other nodes, and the leftover nodes linked to 
one another. In this situation, we can say that design C is the suitable one to 
discover the community structure. However, designs A and B have either both 
yellow and red objects linked together with some nodes or spread out, so they will 
be ineffective for our studies. The following diagram is actually the representation 
of the three networks A, B, and C discussed earlier.

Network A   Network B   Network C

The two foregoing examples show that community mining depends on what kind 
of relations users have between objects; also, we observe that a user’s query may be 
very flexible, which supports our new idea that community mining methods need 
to concentrate on the multirelational network.

Since one of our main aims is to determine a linear combination that best 
describes the community structure, we might find some formulas for the relation 
extraction problem. Let V be a set of nodes and Ei a set of edges. From that, we can 
define a set of graphs Gi = (V,Ei ), where i = 1,.…,.n. In addition, let Mi  represents 

Network A Network B Network C     

Figure	 16.3	 Networks	 with	 more	 complex	 query.	 (From	 Cai,	 D.	 et	 al.	 2005.	
Mining	 hidden	 community	 in	 heterogeneous	 social	 networks.	 In	 Proceedings 
of the 3rd International Workshop on Link Discovery	 (Chicago,	 Illinois,	August	
21–25,	2005).	LinkKDD	’05.	ACM,	New	York,	58–65.)
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the weights matrix associated with Gi . Mi . is defined according to the relation 
strength of two nodes. Similarly, the hidden relation can be represented by G’.(V,.
E’) and its weight M’. There are two major constraints:

 ◾ The bond between intracommunity nodes needs to be strong and more 
important as well.

 ◾ Simultaneously, the connection between intercommunity nodes has to be as 
weak as possible.

If the weight on the edge is set to be.1 whenever a relation is made between nodes, 
the relation between the labeled nodes can be defined by the following:

Mij = 1, when nodes i and j have an identical label and 0 otherwise.
When it is uncertain whether or not two objects belong to the similar com-

munity, an alternative Mij formula is provided, and it is defined by Mij = Prob.
(xi and xj belong	to	the	same	community). Finally, after a series of mathematical 
computations, the extracted relation formula was found and can be identified 
as

 
M AMext i ii=∑

where i can be any value between 1 and 4 and A = [a1,.a2,.…,.an]T.
We all know that multiple social networks are composed of complicated, inter-

connected, and multiple graphs, which means that a huge amount of data need 
to be gathered. It is a very tough task since the social network is dynamic, and 
a user in such a network has a multiple relations with others. However, this net-
work represents the life we are living (reality), so developing multinetwork mining 
algorithms based on users’ example queries is a suitable approach to solving the 
problem.

From the network analysis, a weighted matrix was derived, which is a grouping 
of various existing networks. It is important to figure out that derivation, since it 
allows one to understand the hidden network even though the ideas behind it are 
complex.

It is important to realize that there are multiple and various social networks, 
and the blend of such multirelational network may create significant new relation-
ships, which may be useful for users. Moreover, it is important to emphasize that 
the new approach to social network and community mining was based on multi-
network and query-based analysis in contrast to the long-established and incom-
plete  single-network study. Indeed, we are living in a social network where there 
are several relations between users and objects, so the new approach needs to match 
this reality. One can say that the query-based relation extraction and community 
mining will be a tool applied to many network issues and will definitely lead to new 
applications in social network analysis.
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16.5	 Macroscopic	Study	of	Social	Networks	[3]
Since the 1990s many researchers have been studying social network theory due to its 
rapid growth. In the earlier phase, researchers focused on small networks in various 
computer-supported collaborative learning (CSCL) environments. Their network 
investigations were exhaustive and based on assumptions of seeing the social network 
as a unirelational network. Unfortunately, their study results are incomplete since 
their analyses were based on short-range networks. Several important characteristics 
of social networks (Internet, phone call networks, World Wide Web, country road 
maps, electricity transmission network, etc.) are left out of such networks, such as 
detection of the network type, formation of giant clusters, and network properties.

It is unquestionable that the CSCL environments offer many applications to the 
user. Web-based/online discussion forum, e-mail, chat room, NetMeeting, video 
calls, etc., are some of the tools that are accessible to any member of the network. 
However, the actual study focuses on Web-based discussion forums because all par-
ticipants’ communication information can be recorded and messages can be recov-
ered easily without “additional efforts for hardware or software modification.”

Suppose that N is a set of nodes and R the set of relations between the nodes 
or objects. From this assumption, we can come up with another set called G(N,R), 
which is basically a mathematical model of a network. If P represents a set of partic-
ipants and M a set of messages posted in a discussion forum, we can build another 
network called N = {P,M},.which is the network for the  discussion forum. We 
assume that the discussion is engaged by one participant (a single node), and this is 
what usually occurs in real life. Hence, let us call S the relationship set that means 
“who submits/posts that message.” Moreover, the member who starts the conversa-
tion may post many messages or topics, but we do not assume that many partici-
pants post starting discussion messages since forum discussions do not work that 
way. According to the article [3], it is a one-to-many mapping from P to M. Let us 
consider the basic network Gb({P,M},.S), where there is no intrarelation between 
elements inside the set P or the set M. Then the question is, what is the right way 
to allow communication within elements in set P and what are the implications of 
studying those linkages in order to understand CSCL?

For a better understanding of the questions raised above, we used an idea of 
Newman, a researcher who works on several large-scale networks (up to 1.5 mil-
lion nodes). In fact, he stated that two researchers are socially linked if they have 
published at least one paper together. In our online discussion forum case, there 
is a always a member who starts the conversation or posts an issue, and the other 
participants give their points of view. From that point, it can be said that the topic 
starter and the repliers are socially linked since they have been reciprocally exchang-
ing ideas. Then, we can introduce another type of network called the collaborative 
learning network Gc(P,Mt ), where Mt is the relationship set representing all the 
submissions of messages in order to show the existing co-discussion of a specific 
topic by various members.
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For building the basic network Gb and the collaborative learning network Ge, 
the following procedures were followed:

 ◾ Recover all the names of the participants from every message, and for each 
topic put them in the same line. The “HAS Centre Browser” is a Windows-
based program that will routinely help us to accomplish this task.

 ◾ All the members’ names are sorted, put in an Excel file, and tagged with 
unique sequence numbers.

 ◾ All the names of the participants are now changed into the unique num-
ber labels, and this is done by programming. The idea here is to put the 
names in an appropriate input format that can be used in any social net-
work programs.

 ◾ Using the UCINET programs, diverse network statistics can be pulled out, 
and network graphs can be drawn.

An experiment was conducted from November 1, 2004, to November 14, 2004, 
to better understand the online discussion forum. Indeed, with the HAS Centre 
Browser, they pulled out messages from 36 forums, and we found 24,384 topics 
with 51,724 replies and 53,070 counts of members. The highest number of replies in 
a specific topic was 128. The idea here is to provide some formulas and graphs that 
best describe the distribution of replies and the distribution of views in all forums.

The following graph (Figure  16.4) shows the relationship between the fre-
quency distribution and the number of replies for individual topics submitted in 
all the 36 forums.

The Y-axis for this graph is chosen to be logarithmic because the frequency 
numbers are a combination of both higher and lower numbers; moreover, selecting 
a logarithmic Y-axis will allow a better interpretation of their results. Also, they 
used an exponential trendline, and it is represented by a straight line in our figure. 
Note from this graph that most data fall along a straight line; hence, they folllow 
the exponential distribution, whose probability density function P(k).= λ∗e(−λ∗k), 
where λ = 0.266 represents the best-fitted straight line we can get from the figure. 
This implies that in an online discussion forum, the probability of having ignored 
(unreplied) messages is very low, and the average messages answered is close to 
1/λ = 3.76.

Now, we investigate the relationship between the number of topic viewers and 
the messages submitted in a Web-based discussion environment. This relationship 
will help us understand conversations going on inside the forum. Figure 16.5 shows 
the graph of the distribution of views in all forums.

After some studies, researchers discovered that the data followed an unsual kind 
of network distribution called the lognormal distribution. It can be represented by
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where M = 4.3 and S = 0.92. This implies that for each set of messages submitted 
around a certain topic, there will be most likely e m s( / )− =2 2 113 viewers, or an aver-
age of e m s( / )− =2 2 32 viewers. It is inportant to emphasize that the number of viewers 
will increase as long as the Web-based discussion exists.

Finally, for studying the relationship between the forum participants, a smaller 
collaborative learning network was constructed using the UCINET and PAJEk 
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Figure	16.5	 Distribution	of	views	in	forums.	(From	Yeung,	Y.	2005.	Macroscopic	
study	 of	 the	 social	 networks	 formed	 in	 web-based	 discussion	 forums.	 In	
Proceedings of the 2005 Conference on Computer Support for Collaborative 
Learning: Learning 2005: The Next 10 Years!	(Taipei,	Taiwan,	May	30–June	04,	
2005).	Computer	Support	for	Collaborative	Learning.	International	Society	of	the	
Learning	Sciences,	727–731.)
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Figure	16.4	 Distribution	of	replies	in	forums.	(From	Yeung,	Y.	2005.	Macroscopic	
study	 of	 the	 social	 networks	 formed	 in	 web-based	 discussion	 forums.	 In	
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software. The network itself had 4 forums and contained 9327 topics with 3214 par-
ticipants in total. The goal here was to determine what kind of network  distribution 
can be generated from participants who posted at least one message from a specific 
topic. This will help us to understand the cluster formation in our social network. 
Figure 16.6 is the graph of distribution of co-discussants in our experiment. Both 
X- and Y-axis are logarithmic scales, and we realized that the power trendline was 
the best fit for these data.

It is clear from the graph that almost all the data converged to a straight line. It 
can then be said that these data follow a power-law form distribution p(k) close to 
1/kn, where n = 1.20 for the best fit of the straight line.

In summary, this section explored and examined social networks structured 
in online discussion forums. Among numerous key channels such as NetMeeting, 
phone calls, e-mail, and others, online discussion was selected for the study 
because it is easier to gather participants’ information and messages without mak-
ing hardware and software changes. A platform of analyzing online discussion 
forums was outlined, and some results were obtained. For instance, it is found 
that the number of responses on a specific topic follows a power distribution, 
while the number of views follows a lognormal distribution. Moreover, the study 
proves that the number of co-discussants follows a power-law distribution. Even 
though some interesting results have been found, more research needs to be done 
for a complete understanding of CSCL networks. More importantly, software 
needs to be developed for allowing efficient extraction of network attributes on a 
large-scale network. Finally, it will also be beneficial to study forums in other Web 
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Figure	16.6	 Distribution	of	co-discussants.	(From	Yeung,	Y.	2005.	Macroscopic	
study	 of	 the	 social	 networks	 formed	 in	 web-based	 discussion	 forums.	 In	
Proceedings of the 2005 Conference on Computer Support for Collaborative 
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sites different from CSCL environments to establish the global dimension of our 
network characteristics.

16.6	 Conclusion
The perceptions of network analysis and communally semitransparent systems are 
significant for the formation of real practical knowledge, wealth, and online soci-
eties. The stones of modernism are lying everywhere around us, from Google’s 
Backward Links to AOL’s Buddy Lists to Amazon’s Purchase Circles to the inces-
tuous source links of Blogdex. Social networks offer an influential generalization 
of the arrangement and dynamics of assorted types of group or group-to-technol-
ogy interaction. Web 2.0 has facilitated Web-based societies and social networks 
(such as Facebook, MySpace, and Hi5) facilitate collaboration among different 
communities.
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